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1.1

O. Infroduction

The website consists in providing means of analysing metabolomics data, as well as allowing the
sharing of metabolomics experimental data between users. The name chosen for the website is based
on the name of the core package specmine where functionalities are implemented: WebSpecmine.

Website architecture

The website starts with a home page, where users can enter their user account or do the analysis
without logging in, although some features will not be available in the last scenario. These features
would mainly consist on saving, into the account, experimental data, so it can be used later, reports
and the current work (named workspace, and consists on data and results), that the user could later
return to and continue the analysis being made.

Authenticated User

User's Projects

Import files

Make Use a public
public project

Export to user's
projects
Data Loading
Export locally

Data V"“@I—‘ Data Analysis
| —
Load
Help Page Data Pre-Processing Workspace

Non Authenticated User

Public Projects*

Local
files

Figure 1.1: Graphical representation of the application’s structure, portraying what is accessible
for both non authenticated and authenticated users (green rectangle) or only for the latter (yellow
rectangle). *Non authenticated users can only view the information contained within the Public
Projects page, unless a workspace is associated with that project is available.
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1.2 Website Layout

The overall appearance of the wesbite is the following:

WEBSPECMINE

+ New Project‘ & Load Workspace‘ @ Data Visualization | ## Pre-Processing| P> Run Analysis | [ Save Workspace o

A WEBSPECMINE

METABOLOMICS AND SPECTRAL DATA ANALYSIS AND MINING

WHAT'S NEW
Anal June, 2018 - Some projects from the Metabolights database are now available to analyse. NEW

May, 2018 - NMR spectra with BRUKER or VARIAN format is now supported. See help page for more information.
7HELP May, 2018 - Pathway analysisis now available.

October, 2017 tool for d spectral data analysis and mining.

Start Quick Website Overview
'
e
J
W80 Siatacion
e ENGINEERING
Publications Cited By: Not Reviews Cited By: Reviews WebSpecmine Specmine

Costa, Christopher, Marcelo Maraschin, and Miguel Rocha. An R package grated analysis omputer methods 129 (2016): 117-124. pef

Figure 1.2: Layout of the WebSpecmine Analysis App.

The header panel contains the website name and a button that allows to show and hide the
sidebar. Furthermore, in this panel, it can be seen the links to pages or pop-up windows that carry
out actions:

e New Project or Choose Project: Load data files for analysis;

Load Workspace: Load data and results previously saved on the website for analysis;
Data Visualization;

Pre-Processing;

Run Analysis;

Save Workspace: Save data and results into the user’s account;

Account Authentication icon: Handle the authentication of the user and his account options.
The sidebar panel has five tabs, which lead to pages that show the respective information:
e Home;

My Projects;

Public Projects;

Analysis Results;

Help.
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(2. Website Functionalities

Supported Data

Various types of data are supported, in many formats. The website considers that each data file
represents one distinct sample, with exception for when one csv file of UV-VIS, IR and Raman
Spectra is given and for the data file of concentrations data.

NMR and GC/LC-MS Peak Lists

The peak lists data files must have the CSV format. Each CSV file must represent a sample and
have two columns: the first one corresponds to the chemical shifts (in ppms) or the mass/charge
ratios and the second one the intensities of those peaks. Part of a CSV file of a peak list:

ppm,intensity
.74,0.0001
.89,0.0004
.90,0.0007
.91,0.0005
.91,0.0008
.92,0.0004
.94,0.0003
.95,0.0004
.96,0.0009

O O O O O O O o o

MS Specira
The MS spectral data files must either have .mzXML, .netCDF or mzData formats.

NMR Spectra
There are two NMR spectra formats that are supported.

The BRUKER format is supported, if the processed spectra are given. Each spectrum data has
to be in a different folder. Each folder has to have the following structure:
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At least the files procs and Ir have to be present. They have to be inside spectrumfolder-
name/pdata/l.

pdata
1

] i | meta.ext
T | outd
| Infb | ] proc

=| auditp | | procs
| intg | ] title
| meta

| acqu

| acqus

=| audita

Y fid

| orig

| prosel_History

| pulseprogram

| scon

| uxnmr.par

The VARIAN format is supported, only if the raw fid file is given, alongside with the procpar file.
Each spectrum data has to be in a different folder. Each folder has to have the following structure:

fid log procpar.txt texk.txt

UV-VIS, IR and Raman Spectra

The data files of these type of spectra must be in one of the following formats: CSV, (J)DX, SPC or
MS EXCEL (.xIsx).

For data in MS EXCEL or CSV files, each file must have two columns: the first one representing
the wavenumber, wavelength or raman shift, according to the type of spectra, and the second one
the value of the measurements.

When only one CSV file is given, the structure as to be similar to the following example (the
first column corresponds to the wavenumber, wavelength or raman shift, according to the type of
spectra):

,sampleNamel , sampleName2
200,0.085956648,0.04830468
201,0.067182627,0.017316359
202,0.044842223,0.026930633
203,0.051335963,0.041539431

Concentrations Data

Concentrations data must be a CSV or TSV file with the samples names in the first column (each
line then corresponds to a sample) and the concentrations values for each metabolite in the following
columns. Alternatively, samples names can be in the first line (each column then corresponds to a
sample) and the concentrations values for each metabolite in the following lines.

Part of a CSV example file of concentrations file:

Patient ID,1.6-Anhydro-beta-D-glucose,l-Methylnicotinamide,2-Aminobutyrate

PIF_178,40.85,65.37,18.73
PIF_087,62.18,340.36,24.29
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PIF_090,270.43,64.72,12.18
NETL_005_V1,154.47,52.98,172.43
PIF_115,22.2,73.7,15.64

Metadata File

As regards to the metadata file, it can either have CSV or TSV format. Each line should correspond
to a sample, where the first column represents the names of such samples, and the remaining ones
the metadata classes.

The first column corresponds to the names of the samples. For the cases where more than
one data file is given, the names of the samples have to correspond to the names of the data
files.

Here you have an example of a metadata file:

Sample Name,Seasons
July2010,Winter
September2010,Spring
October2010,Spring
November2010,Spring
February2011,Sum/Aut
March2011,Sum/Aut
April2011,Sum/Aut
may2011,Sum/Aut
June2011,Winter
July2011,Winter
August2011,Winter
September2011,Spring
October2011,8pring

Projects

What is a project?

A project consists on a study, or group of studies, and contains the data and metadata used, as well
as reports that were obtained throughout the analysis of such data.

The projects are saved in the user’s account and can be stored as private, so that only the user
can see them and analyse them, or made public, where everyone that accesses the website is able to
see the project, without making any changes on it. However, logged in users can copy other users’
public projects to their own account and then analyze it and save changes, as it won’t compromise
the original project.

The structure of a project

Each project is organized in different types of folders, as follows:
o Data: stores data folders, with each one of them with data files that are used in an analysis;
e Metadata: stores metadata files, where each one can be used in an analysis;
e Reports: stores the reports generated by the analysis of a certain data from the corresponding
project;
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My Projects

This page is accessed through the sidebar panel and it is only accessible for logged in users, as it is

the page that contains the information on the projects that were stored in the user’s account.
When you firstly access this page, only a box at the left side of the page appears, named "List

of Projects”, with the list of projects that you have on the account.

3 MY PROJECTS

LisT oF PROJECTS

show| 10 v | entries Search:

Project Name

1 Bananas
2 Mice Spinal Cord

3 Propolis

Create project | K@ Delete project | (2 Edit project

Select a project to view its information

Figure 2.1: Layout of the "My Projects" page when the user enters it for the first time.

When you select a project by clicking on its name it the table with the list of projects, you will
be able to see its information at the right and all the tasks available to perform will be done on the

selected project.

3 MY PROJECTS

This project is public
List oF Prosects projectisp e

Show | 10 ™ |entries search: J DarA FOLDERS:

View project:

Project Name Create  @Delete (£ Edit

1 Bananas Data @ banana_nmr_1
2 Mice Spinal Cord Metadata FILES IN BANANA_NMR_1 FOLDER:
3 Propolis Duploadfile(s) = peletefiels) @View & Download
Reports
Showing 1to 3 of 3 entries Previous E Next Datatype: nmr-peaks
Description Folder iptic in the autumn (March, April, and May-2011), four in winter (June-2011,
ECreate project | EDelete project | @ Edit project July-2010/2011, and August-2011), five in spring (Sep 1, Octob: 1,and by ,and onein
summer (February-2011).

Selectall

April_2011.csv
August_2011.csv
February_2011.csv
July_2010csv
July_2011csv
June_2011L.csv
March_2011.csv
May_2011.csv
November_2010.csv

Figure 2.2: Layout of the "My Projects" page when the user selects a project.

Following, are the different tasks that can be performed in this page, regarding creating and
editing the projects.
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Create a project
To create a new project, you have to click the button "Create project” in the "List of Projects" box:

LIST OF PROJECTS

Show entries
B E—
Project Name
1 Bananas
2 Mice Spinal Cord
3 Propolis

showing 1to 3 of 3 entries

Previous L‘ Next
Once clicked, a pop up window appears, where you only need to give the project name and
description:

Create project

Project Name

Bananas-MS

Project Description

Banana peels samples from MS
technique.

Make project public?

Close

You can also choose if you want to make the project public or not, although this feature and the
other ones can be changed latter on.

Edit project information
To edit a project’s information, you can click the button "Edit project” in the "List of Projects” box,
when you have that project selected.

LIST OF PROJECTS
Show entries

Project Name

1 Bananas
2 Mice Spinal Cord

3 Propolis

Showing 1 to 3 of 3 entries

Previous | 1 | Next

_
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Once clicked, a pop-up window will appear so that you can change the project’s name and
description:

Edit project

Change project name:

Bananas

Change project description!

Banana peels are well recognized as a
source of important bioactive

compounds, such as phenolics,
carotenoids, biogenic amines, among
others. As such, they have recently

started to be used for industrial

purposes. However, its composition ~

Close

Set project to public or private

To change the project between being private and public, you will only need to click a button present
at the top middle of the page and a pop-up window appears to say that the task was successfully
performed:

=

Success!

Project Bananas is now private

ER -

FUIFS IN RANANA NMR 1 FOIDFR:

(a) Here, the project is public. ~ (b) Pop-up window appears  (¢) Now, the project is private.
to inform that the project
was successfully changed
to private.

Project’s Data

To edit any information regarding data folders of a project, you will have to select the "Data" tab,
after selecting the project, from the list of tabs present in the middle of the page. All the information
regarding the data folders of the project will appear at the right.

At the top, three buttons that allow to perform tasks on data folders are present ("Create",
"Delete" and "Edit"). Below these, a set of options with the data folders present in the project are
shown, if any, so that the user can select a data folder and perform tasks on it.

When a data folder is selected, all information regarding this folder appears below, which
consists on four buttons that allow to perform tasks on the data files in the folder ("Upload file(s)",
"Delete file(s)", "View" and "Download"), the data type, the folder description and the list of files
present.
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3 MY PROJECTS

LisT oF PRoJECTS

This project is public e

View project:

Show| 10 v entries Search:
S— Dara FoLDERS:

Project Name Create  @Delete (@ Edit

1 Bananas Data © banana nmr_1
2 Mice Spinal Cord Metadata FILES IN BANANA_NMR_1 FOLDER:
3 Propolis ©uploadfilels) ~ @oeletefilels)  ®View & Download
Reports
Showing 1 to 3 of 3 entries Previous 1 Next Data type: nmr-peaks
— Description Folder description: Three samples were harvested in the autumn (March, April, and May-2011), four in winter (June-2011,
July-2010/2011, and August-2011),five in spring 1, 1,and ,and onein

Ocreate project | EDelete project |  Edit project

summer (February-2011).
Selectall
April_2011.csv
August 2011.csv
February_2011.csv
July_2010.csv
July_2011.c5v
June_2011.csv
March_2011.csv
May_2011.csv
November_2010.csv

October_2010.csv.

Figure 2.4: Layout of "My Projects" page when information on a data folder is showing.

To create a new data folder, you need to press the "Create" button, which will lead to a pop-up
window where the following options have to be set:

e Data folder name;

e Description;

e Type of data: whose available options are the ones supported ("IR spectra”, "MS spectra”,
"NMR Spectra”, "UV-vis spectra", "Raman spectra", "GC/MS Peaks", "LC-MS Peaks",
"NMR Peaks", "Metabolite Concentrations");

e Upload the data files.

Create a data folder

This project is private
Choose a name for the data

LIST OF PROJECTS

Show[10 | entries
B —

Project Name View project:
1 Bananas | Data
2 Mice Spinal Cord i
3 Propolis
o Reports
Showing 1 to 3 of 3entries
Description

Previous | 1 | Next

()

DATA FOLDERS:
Create  f@Delete (£ Edit

®) banana_nmr_1

FILES IN BANANA_NMR_1 FOLDER:

upload file(s) ~ @Deletefile(s)  @View  aDownload

Data type: nmr-peaks

Folder description: Three samples were harvested in the autumn (March, April, and May-
2011), four in winter (June-2011, July-2010/2011, and August-2011), five in spring
(September-2010/2011, October-2010/2011, and November-2010), and one in summer
(February-2011).

Select all

April_2011.csv
August_2011.csv

Description (optional)

(b)

Figure 2.5: You must (a) click the button "Create" so that (b) you can create the data folder.

To delete a data folder, you will only need to select the folder to delete and press the button
"Delete". A pop-up window will appear asking if you are sure you want to delete the selected data
folder:
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This project is private
LIST OF PROJECTS
Show| entries
B —

View project:

Project Name

1 Bananas | Data

2 Mice Spinal Cord .
3 Propolis

Reports
Showing 1103 of 3 entries
— Description
Previous | 1 | Next

DATA FOLDERS:

D Creatq Edit

@ banana_

FILES IN BANANA_NMR_1 FOLDER:
Ouploadfile(s) ~ EDeletefiles)  @View s Download

Data type: nmr-peaks

Folder description: Three samples were harvested in the autumn (March, April, and May-
2011), four in winter {June-2011, July-2010/2011, and August-2011), five in spring
(September-2010/2011, October-2010/2011, and November-2010), and one in summer
{February-201.1).

Select all

Anril 2011.c5v

Delete folder

Are you sure?

Close

(b)

To edit the information of a data folder, you will only need to select the folder to edit and
press the button "Edit". A pop-up window will appear so that you can change the folder’s name,

description and/or type of data:

This project is private

LIST OF PROJECTS
show([10 “|entries
B —

Project Name

1 Bananas
2 Mice Spinal Cord
3 Propolis

Showing 1103 of 3 entries

1 ‘ Next

Previous

View project:

Description

DATA FOLDERS:

@create  @pelete]  [FEdit

® banana_nmr_1

Metadata FILES IN BANANA_NMR_1 FOLDER:

OUploadfile(s)  BDeletefile(s) ~ @View & Download

Reports

Data type: nmr-peaks

(February-2011),

Select all

anril 2011 ceu

(@)

Folder description: Three samples were harvested in the autumn (March, April, and May-
2011), four in winter (June-2011, July-2010/2011, and August-2011), fiven spring
(September-2010/2011, October-2010/2011, and November-2010), and one in summer

Edit folder

To upload files to a data folder already created, you will need to click the "Upload file(s)"
button. A pop-up window will appear, so that you can upload the file(s) wanted:

This project is private
LIST OF PROJECTS
Show| entries
B —

Project Name View project:
1 Bananas Data
2 Mice Spinal Cord CEEED
3 Propolis
Reports
Showing 103 of 3 entries
— Description

1 ‘ Next

Previous

DATA FOLDERS:
Ocreate  @Delete (& Edit

@ banana_nmr_1

FILES IN BANANA_NMR_1 FOLDER:
B Upload file(s)

Boclctefilels)  @View & Download

Data type: nmr-peaks

Folder description: Three samples were harvested in the autumn (March, April, and May-

2011}, four In winter (June-2011, July-2010/2011, and August-2011), five in spring
(September-2010/2011, October-2010/2011, and November-2010), and onein summer
(February-2011).

Selectall

Anril 9011 reu

(a)

Upload data file(s)

Choose your data file(s) to upload

Browse...

Close

(b)

To delete files from a data folder, you will need to select the files to delete, from the list of
data files, and press the button "Delete file(s)". A pop-up window will appear asking if you are sure
you want to delete the selected data files:
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Dara FoLDERS:

Creaste  @Delete  (Z Edit

banana_nmr_1

FILES IN BANAN,

8 Upload fle @ view & Download

Delete file(s)
Data type: nmr-peaks

Folder description: Three samples were harvested in the autumn (March, April, and
July-2010/2011, and August-2011),five in spring (September-2010/2011, October-201
summer (February-2011)

O seaar )

selectall

st iz Yes “

August_2011.csv

Are you sure?

February_2011.csv
July_2010.c5v 1

Close
July_2011.c5v

June_2011.csv

oy 011 (b)
October_2010.csv

N—

(a)

To view the content of data files, you will have to select the file(s), from the list of data files,
and press the button "View". A pop-up window will appear with the content of the selected file(s).
Not all types of files are yet supported in this task:

Dara FOLDERS:
Data files

create  @pelete  (#Edit

banana_nmr_1 April 2011csv  February_2011.csv
Close

FILES IN BANANA_NMR_1 FOLDER:
ppm, intensity

. 0.89,0.0003
Buploadfile(s) @ Deletefile( o 000 000s
0.90,0.0004

Data type: nmr-peaks 0.91,0.0003
Folder description: Three samples were harvested in the autumn (March, Apr 0.93,0.0002
July-2010/2011, and August-2011),five in spring (September-2010/2011, Octob 6.94,0.6002
summer (February-2011). ©.96,0.0007
0.97,0.0005

0.99,0.0005

select all

April_2011.csv
August_2011 csv

February_2011.csv
July_2010.csv 1
July_2011.csv
June_2011.csv
March_2011.csv

May_2011.csv

1
1.
1.
1.
1
1.
1.
1.15,0.0010
a
1.
1.
1
1.
1.

November_2010.csv

October_2010.csv

(a) (b)

To download data file(s), you will only need to select the data file(s), from the list of data files,
and press the button "Download":

DATA FOLDERS:

Create  EDelete [ Edit
@ banana_nmr_1
FILES IN BANANA_NMR_1 FOLDER:

B upload file(s) ~ EDeletefile(s) @ View

Datatype: nmr-peaks
Folder description: Three samples were harvested in the autumn (March, Ap
July-2010/2011, and August-2011), five in spring (September-2010/2011, Octol
summer (February-2011).

Select all

April_2011.csv
August_2011.csv

February_2011.csv 1
July_2010.csv
July_2011.csv
June_2011.csv
March_2011.esv
May_2011.csv
November_2010.csv

October_2010.csv
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Project’s Metadata
To edit any information regarding metadata files of a project, you will have to select the "Metadata"
tab, after selecting the project, from the list of tabs present in the middle of the page. All information
regarding the metadata files of the project will appear at the right.
At the top, four buttons that allow to perform tasks on the metadata files are present ("Upload
file(s)", "Delete file(s)", "View" and "Download"). Bellow this, there is a list of the metadata files.
To upload metadata file(s), you will need to click the "Upload file(s)" button. A pop-up
window will appear, so that you can upload the file(s) wanted:

TRIS project Is private
w Upload metadata file(s)

FILES IN METADATA FOLDER:

View project: ®View || & Download Choose your metadata file(s) to

upload

B Uploadfile(s) | & Delete file(s)

Data

Metadata

Reports

Select all Browse...

metadata_nmr_Lcsv

Description

Close

(a) (b)

To delete metadata file(s), you will need to select the files to delete, from the list of metadata
files, and press the button "Delete file(s)". A pop-up window will appear asking if you are sure you
want to delete the selected metadata files.

FiLES IN METADATA FOLDER: Delete file(s)

B Upload file(s) B Delete file(s) @ View & Download

Are you sure?

Select all 2 - “
metadata_nmr_l.csa 1 Close

(b)

(a)

To view the content of a metadata file, you will have to select the file, from the list of metadata
files, and press the button "View". A pop-up window will appear with the content of the selected
file. As the metadata files must have CSV or TSV format, all metadata files can be seen:

Metadata files

FILES IN METADATA FOLDER:

aaaaa

B Upload file(s) B Delete file(s) @ \iew & Download

Select all 2

metadata_nmr_lkcsa‘l

()

(b)

To download metadata file(s), you will only need to select the metadata file(s), from the list
of metadata files, and press the button "Download":
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FiLES IN METADATA FOLDER:

B upload file(s) & Delete file(s) @ Viev

Select all 2

metadata_nmr_l.cst1

Project’s Reports

To see any information regarding reports files of a project, you will have to select the "Reports" tab,
after selecting the project, from the list of tabs present in the middle of the page. All information
regarding the reports files of the project will appear at the right.

At the top, four buttons that allow to perform tasks on the reports files are present ("Upload
file(s)", "Delete file(s)", "View" and "Download"). Bellow this, there is a list of the reports files that
were previously uploaded to the account or saved after an analysis was performed.

To upload report file(s), you will need to click the "Upload file(s)" button. A pop-up window
will appear, so that you can upload the file(s) wanted:

P v Upload report file(s)
FILES IN REPORTS FOLDER:
View project: 5
prej B upload file(s) = Delete file(s, ®view & Download Choose your report file(s) to upload
pa Select all Browse...
Metadata
results_samplesPrediction_Table_metabolite_identification_ms_xlsx
Reports
Description
Close
(a)

To delete report file(s), you will need to select the files to delete, from the list of report files,
and press the button "Delete file(s)". A pop-up window will appear asking if you are sure you want
to delete the selected report files.

FiLES IN REPORTS FOLDER: Delete file(s)

& Upload file(s) B Delete file(s) @ View & Download
Are you sure?

Select all 2 1 ™ “

I results_samplesPred|'ct|'0n_Table_metab0lite_l'dentiﬁcation_ms_){lsxI Close

(a) (b)

To view the content of a report file, you will have to select the file, from the list of report files,
and press the button "View". As the only format here supported is HTML, a new tab in the web
browser with the report will open.
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FiLEs in REPORTS FOLDER:

B Upload file(s) & Delete file(s) @ View & Download

Select all 2
1

I results_samplesPrediction_Table_metabolite_identification_ms_.xlsx I

To download report file(s), you will only need to select the report file(s), from the list of report
files, and press the button "Download".

FILES IN REPORTS FOLDER:

B Upload file(s) B Delete file(s) @& View

Select all 2

1

@_resultsfsamplesPred\'ct\'onJablefm etabolite_identification_ms_.xlsx I

View Project’s Description

One final information that you can see on each project is the description given to the project,
accessible through the "Description" tab, from the list of tabs present in the middle of the page:

This projectis public
LisT oF ProJEcTs projectisp e

Show| 10 v entries search:
= PROJECT DESCRIPTION:
Project Name View project: Banana peels are well recognized as a source of important bioactive compounds, such as phenolics,
carotenoids, biogenic amines, among others. As such, they have recently started to be used for industrial
1 Bananas Data purposes. However, its composition seems to be strongly affected by biotic or abiotic ecological factors.
Thus, this study aimed to investigate banana peels chemical compositian, not only to get insights on
2 Mice Spinal Cord Metadata eventual metabolic changes caused by the seasons, in southern Brazil, but also to identify the most
relevant metabolites for these processes.
3 Propolis
Reports
Showing 1 to 3 of 3 entries Previous | 1 ‘ Next
— Description

Delete a project

To delete a project, you will only need to click the button "Delete project”, when you have the
project you want to delete selected:

LisT oF ProJECTS U
Show | 10 v entries Search:

Project Name Vi

1 Bananas | D

2 Mice Spinal Cord v

z) Propolis - .

Showing 1 to 3 of 3 entries Previous 1 | Next al

Create project B Delete project (# Edit project

Once clicked, a pop-up window will appear asking if you are sure you want to delete the project.
All files and information on the project will be deleted:
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Delete project

Are you sure?

-]

Close

2.2.4 Public Projects

This page is accessed through the sidebar panel and it is accessible to whoever enters the website.
It is here where the users can access information on public projects that are stored in the website
database.

£ PuBLIC PROJECTS

Community projects Project description

You must select a project first.

show| 10 v |entries Searc]

Name Author Datatypes

Mice Spinal Cord sara Cardoso ms-spectra

Propolis sara Cardoso nmr-peaks

Propolis (UV) Telma Afonso

1

2

3

4 Cassava PPD Telma Afonso
sh

owing 1to 4 of 4 entries

Figure 2.16: Layout of the "Public Projects" page.

View general information on all public projects
In the left side of the page, the users can see a table with general information on each project
(one line corresponds to one project), in the box named "Community projects". This table has
information on the name given to the project, the author of such project (name of the user that
created the project) and the types of data that are stored.

Below this table, a "Refresh" button is provided, to obtain the latest list of public projects.

Community projects

Name Author Datatypes
1 Mice Spinal Cord Sara Cardoso ms-spectra
E Propolis Sara Cardoso nmr-peaks j
3 Propolis (UV} Telma Afonso uwy-spectra 1
4 Cassava PPD Telma Afonso ir-spectra
Showing 1 to 4 of 4 entries Previous \Z‘ Next

() -

Figure 2.17: "Community projects" box. The project highlighted with rectangle 1 is named Propolis,
created by author Sara Cardoso, and the data files here present are of only one type of data: NMR
peaks. In rectangle 2 is highlighted the "Refresh" button.
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View detailed information on a public project

By clicking in one project of this table, a more detailed information on the project appears at the
right side of the page:

Community projects

Search:

Showing 1 to 5 of 5 entries

Show | 10 v | entries
Name Author Datatypes
1 Mice Spinal Cord SaraCardoso ms-spectra
2 Bananas Sara Cardoso nmr-peaks
3 Bronol: aacard oCpcalc
Propolis (UV) Telma Afonso uwv-spectra I
s Cassava FPD TeIma ATONS0 Tspecira
Previous m Next

Here, the user can see the:
e Project Description;

Project description:

Project description:
Propolis is a chemically complex biomass produced by honeybees (Apis mellifera) from plant resins added of salivary
enzymes, beeswax, and pollen. The biological activities described for propolis were also identified for donor plant’s
resin, but a big challenge for the standardization of the chemical composition and biological effects of propolis
remains on a better understanding of the influence of seasonality on the chemical constituents of that raw material.
Since propolis quality depends, among other variables, on the local flora which is strongly influenced by {a)biotic
factors over the seasons, to unravel the harvest season effect on the propolis’ chemical profile is an issue of recognized
importance. For that, fast, cheap, and robust analytical techniques seem to be the best choice for large scale quality
control processes in the most demanding markets, e.g, human health applications. For that, UV-Visible (UV-Vis)

of ic extracts (HE) of hree propolis samples, collected over the
View project files in: Files in 2014 Data folder:
(D (@LEED @EIis ) propolis_uwv_data_2014.csv

Data Folders:

@ View selected file(s)
02014 Data
2014_2015 Data

Propolis is a chemically complex biomass produced by honeybees (Apis mellifera) from plant resins added of salivary
enzymes, beeswax, and pollen. The biclogical activities described for propolis were also identified for donor plant’s
resin, but a big challenge for the standardization of the chemical composition and biological effects of propolis
remains on a better understanding of the influence of seasonality on the chemical constituents of that raw material.
since propolis quality depends, among other variables, on the local flora which is strongly influenced by (a)biotic
factors over the seasons, to unravel the harvest season effect on the propolis’ chemical profile is an issue of recognized
importance. For that, fast, cheap, and robust analytical techniques seem to be the best cheice for large scale quality
control processes in the most demanding markets, e.g., human health applications. For that, UV-Visible (UV-Vis)
scanning spectrophotometry of hydroalcohelic extracts (HE) of seventy-three propelis samples, collected over the

e Data files in each data folder;

LGN SPTUA U PIURUIISL Y UL R UK A SAL SIS |1 UE 3EY SR YU S ORI 281PIC3, LUNELLEU YT s

View project files in:

@pData ()Metadata () Reports
Data Folders:

© 2014 Data
~)2014_2015 Data

e Metadata files;

e Reports the project owner saved into it.

View project files in:

Data °Meladala " Reports

View project files in:

“yData ()Metadata °Repurl5

Files in 2014 Data folder:

[ propolis_uvv_data_2014.csv

@ View selected file(s)

Files in Metadata folder:
| propolis_uvv_metadata_2014_2015.csv

| propolis_uvv_metadata_2014.csv

@ View selected file(s)

Files in Reports folder:
|Pre-
processed_Hierarchical_Clustering_report.htm

~)Pre-
processed_OneWay_ANOVA_plot_reporthtm!

| Pre-processed_robust_PCA_plot_reporthtml

@ View selected file(s)
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Copy a public project to the personal account
As stated before, any project can be imported into the user’s private projects collection, given that
the user is authenticated and the project itself is not owned by the user nor does he/she already own
a project by that name.

To do this, the user only needs to click in the button saying "Import Project", present below the
projects table:

Community projects

Show | 10 | entries Search:
Name Author Datatypes
1 Mice Spinal Cord Sara Cardoso ms-spectra
2 Bananas Sara Cardoso nmr-peaks
3 Propolis Sara Cardoso nmr-peaks
4 Propolis (UV) Telma Afonso uvv-spectra
5 Cassava PPD Telma Afonso ir-spectra
Showing 1 to 5 of 5 entries Previous ‘T‘ Next

l Import Project I < Refresh

Message

Propolis (UV) project successfully imported! You can now access it under 'My Projects’ tab.

(b)

2.3 User Account

23.1

Any of the following tasks related to the user account are performed by accessing through the
account authentication icon, present at the top right corner of the webpage:

(&)

ce

Figure 2.19: Account authentication icon.

User Registration

To create an account in WebSpecmine, you will need to click on the user icon and press the
"Register" link:

Save Workspace

User Account Options

Currently not logged in

Login Register
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After this, a pop up window will appear so that you can register yourself, by giving the first and
last name, your e-mail and password wanted:

USER REGISTRATION

To register into our website, you must
send an e-mail asking us to create an
account for you in WebSpecmine.

We will create the account as soon as
possible and send an email with your
credentials.

Send e-mail to:
webspecmine@gmail.com

1 already have an account: Login

Close

2.3.2 Login

To log in, you must click on the user icon and press the "Login" link:

Save Workspace

User Account Options

Currently not logged in
Login Register

After this, a pop up window will appear so that you can log in:

Login

Enter your e-mail

saracardoso501l@gmail.com

Enter your password

I don't have an account: Register

Close

2.3.3 Account options

All the options available are accessible once the user logs in. By clicking in the user icon, the
account options panel appears below:
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Save Workspace E

User Account Options

Welcome,
Sara Cardoso

Change name
Change password

Change user name
To change the user name, you will need to, besides providing the new name wanted, insert the
correct password of your account, so that the task can be performed:

Change name

First Name

Sara

Last Name

Cardoso

Current password

Close

Change password

To change the password, you will need to insert the correct password of your account, the new one
wanted and repeating the new password, to confirm is right, so that the task can be performed:

Change password
Current password
New password

Confirm new password

Close

Delete account

To change the password, a warning pop-up window will inform you that the task is not reversible
and ask you to give the correct account password, so that the task can be performed:
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Delete account

WARNING: Your account will be
permanently deleted!

Confirm?

Current password
]

Close

2.3.4 Logout

When logging out, a pop-up window will appear warning that any unsaved analysis will be lost:

Logout

Are you sure?

The browser will be refreshed, any unsaved
analysis will be lost.

mr

Close

2.4 Workspaces
2.4.1 What is a workspace?

A workspace consists on all data the user is working on at the moment and the possible results
that have already been obtained. Each data folder from a project can have a workspace associated.
Therefore, only users with an account can save workspaces.

However, not only users that hold an account can load a workspace, but also users with no
account. The difference remains in the fact that logged in users upload workspaces from their
account or from public projects, even if the project to where they belong was not yet copied to the
account, whilst logged out users can only upload public workspaces.

See section 2.5.8 on how to save and load workspaces.

2.5 Load Data for analysis

There are three different ways of choosing data for analysis.
o New Project: available for users not logged in, you will have to upload here the files to
analyze;
e Choose Files: available for users logged in their accounts, you will have to choose here the
files to analyze, from the ones that you have previously saved into the account;
e Load Workspace: for any type of user, you can load a workspace (data and/or results)
available to analyze
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New Project

When the user clicks the "New Project" button, a pop-up window to submit the files for analysis
appears.

In this window, according to the the data type chosen on the top of the window, either "MS
Spectra (mzXML, .netCDF, mzData)", "NMR or MS peaks lists", "Concentrations" or "Spectral
Data", the user has to set some options about the data and metadata files, present under the data
type choices. Optional information can also be given.

Here is an example of what can be seen in this window:

=+ New Project

M5 Spectra NMR Specira NMRorMs peakslists UN-vis, IR or Raman spectra  Concentrations

DATA OPTIONS METADATA OPTIONS

Data File Metadata File

Browse. Browse...

How is the data file structured? Metadata file has a header column with the name of the

© Samples in rows metadata variables

Samples in columns (%) Metadata file has a header row with the name of the

I
[ Data file has a header column with the names of the samples

variables Separator character of the metadata file

{29 Datafile has a header row with the names of the samples © comma

White Space
Sanaratar charactar of tha data fila

OPTIONAL INFORMATION:

Short description of the data

Short label for the x values

Close

Figure 2.20: Layout of the submission of a new project of concentrations data.

For cases when more than one data file needs to be uploaded, a .zip file with the data files must
be submitted. Concentrations data must be only one file. For spectral data it can either be a .zip file
with files of the supported format or only one file (CSV format).

The "Submit" button present at the bottom of the window is only enabled when both the data
and metadata are submitted. After clicking the button "Submit", the files are processed and the
corresponding data stored under the dataset name OriginalData.

Then, the window disappears and the page "Run Analysis" appears. All the other buttons in
the header panel will be made available, except for the "Save workspace" one, only available for
logged in users.

Also, the tab "Dataset being used" appears on the sidebar panel, with one selected option,
"OriginalData", which means that this is the dataset being currently used for analysis.

Each time a new submission of files for analysis is done, all the work that the user may have
done before is lost.

The uploaded files are not stored anywhere.

Choose Files

When you click the "Choose Files" button, a pop-up window to choose the files from your account
for analysis appears:
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& Choose Files for Analysis

PROJECT DATA FOLDER METADATA FILE
Choose the project where the datato Choose the data folder that has the Choose the file with the metadata
analyse is: data files to analyse: information of the data folder
@ Cachexia_MetaboliteConcentration @ cachexia_concentrations selected:
O MiceSpinalCord_LCMS ® metadata_cachexia.csv

(O PropolisNMR

DATA TYPE: concentrations

Close

Initially, three boxes appear on the window, so you can choose:

e The project to work with;

e The data folder from the chosen project that contains the data files to analyse;

e The metadata file from the chosen project that contains the metadata information about the
data to analyse.

Only the projects that do not have empty Data and Metadata folders can be selected for analysis.

After doing so, the user will have to set some options regarding the data type in question. After
this, the user is able to submit the chosen files for analysis, by clicking the "Submit for Analysis"
button:

& Choose Files for Analysis

OPTIONS
DATA FILE OPTIONS METADATA FILE OPTIONS
How is the data file structured? ® 2]
Metadata file has a header column with the name of the
® samplesinrows metadata varibales

O samples in columns
Metadata file has a header row with the name of the

Data file has a header column with the name of the samples

variables
Separator character of the metadata file

Data file has a header row with the name of the samples @ Comma
v

OPTIONAL INFORMATION:

Short description of the data A

Short label for the x values

Submit For Analysis

Everytime a different project is chosen, the workspace regarding the previous project is lost,
unless the user saves it first.
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MS Spectra Options

The data options made available concern the feature (peak) detection in the chromatographic time
domain. The user must choose:

e The profile generation method: "bin", "binlin", "binlinbase" or "intlin";

o The full width at half maximum (fwhm) of matched filtration gaussian model peak: commonly
30 for LC-MS spectra and 4 for GC-MS spectra;

o The bandwidth (standard deviation or half width at half maximum) of the Gaussian smoothing
kernel, to apply to the peak density chromatogram: commonly 30 for LC-MS spectra and 5
for GC-MS spectra;

e The peak intensity measure: "Integrated area of original (raw) peak”, "Integrated area of
filtered peak”, "Maximum intensity of original (raw) peak" or "Maximum intensity of filtered
peak".

The available metadata options concern the way how the metadata file is formatted. The user

must say if the file:

e Has a header column with the name of the metadata variables;

e Has a header row with the name of the samples;

e Has a comma or white space separating the data.

The user can also provide, optionally, a short description of the data.

NMR Spectra Options

Regarding the data options, the user must say:
e Data format: "BRUKER processed data" or "VARIAN raw data";
o If each data folder given inside the zip provided in New Project also compressed (.zip). This
option only appears in New Project;
o If VARIAN format is selected, you will also have to choose if you want to perform or not
zero filling and/or apodization.
The available metadata options concern the way how the metadata file is formatted. The user
must say if the file:
e Has a header column with the name of the metadata variables;
e Has a header row with the name of the samples;
e Has a comma or white space separating the data.
Optional information can also be given by the user, such as a short description of the data and
short labels for the x and y values.

NMR or MS peaks lists Options

Regarding the data options, the user must say:

e The type of data peaks submitted: "NMR", "GC-MS" or "LC-MS" peaks;

o If the file has a header row with the names of the data variables;

o If the file has a comma or white space separating the data;

o If the character used for decimal points is a comma (",") or a point (.)

The available metadata options concern the way how the metadata file is formatted. The user
must say if the file:

e Has a header column with the name of the metadata variables;

e Has a header row with the name of the samples;

e Has a comma or white space separating the data.

Optional information can also be given by the user, such as a short description of the data and
short labels for the x and y values.

When this type of data is chosen, there is no "Submit"/"Submit for Analysis" button initially,
but a "Next" button, which, in the "New Project" feature, is only enabled when both data and
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metadata files are submitted.

When the user clicks next, a set of options to do the alignment of peaks, after processing the
files, is provided. The user is able to choose between the MetaboAnalyst and Specmine algorithms.
When the specmine algorithm is chosen, the user must give the size of the step, in ppms. On the
other hand, when the MetaboAnalyst method is chosen, the metadata variable to be used can be
chosen. The user can then press the "Submit"/"Submit for Analysis" button.

Concentrations Options

The data options made available concern the way how the file is formated. The user must say if
the samples are distributed over the rows or columns. According to what he responds to this option,
the user must say if the file has a header column with the names of the variables or samples and
a header row with the names of the samples or variables. If the user says that the file does not
have the samples names, he will be asked to give them, by writing them, separating each one by a
comma. Finally, the user must specify the data separator character ("Comma" or "White space").

The available metadata options concern the way how the metadata file is formatted. The user
must say if the file:

e Has a header column with the name of the metadata variables;

e Has a header row with the name of the samples;

e Has a comma or white space separating the data.

Moreover, the user is able to provide, optionally, a short description of the data and short labels
for the x and y values.

Spectral Data Options

The data options made available concern the way how the file is formated. The user must say:

e The type of spectral data: "UV-Vis", "Infrared” or "Raman";

e Type of file(s) submitted: "CSV file", "CSV folder", "DX folder", "SPC folder", "XLSX

folder".

If the user is submitting a CSV file it must also say:

e What is the character that is separating the data values: "Comma", "Semicolon" or "Tab";

e If the samples are distributed over the rows or columns;

o If the file has a header column with the name of the samples or variables;

o If the file has a header row with the name of the samples or variables.

If the user is submitting CSV files it must also say:

e What is the character that is separating the data values: "Comma", "Semicolon" or "Tab";

o If the files have row headers;

o If the files have experimental info in the first lines and, if yes, how many lines are, so that

they can be skipped when the website reads the data files.

If the user is submitting SPC files it must also say if the website should read the subheaders or
not.

If the user is submitting XLSX files, it must also say if the files have row headers or not.

As regards to the metadata options, the user must say if the file:

e Has a header column with the name of the metadata variables;

e Has a header row with the name of the samples;

e Has a comma, white space or semicolon separating the data.

Load and Save Workspaces

The load and save workspace features are both available through the header panel. After clicking in
one of these buttons, the respective window appears above the website.
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In the load workspace window, the available workspaces to load are presented to the user
grouped by the respective type of data, in order to make easier the search for the wanted data.
Furthermore, each workspace is identified by the project and data folder that it corresponds to:

& Load Workspace Data

Choose an available workspace:

Project Name : Data Folder Name A

Load Workspace Selected

Close

& Load Workspace Data

Choose an available workspace:
Project Name : Data Folder Name -
NMR Peales

Propolis : NMR_peaks

Concentrations

Cachexia_MetaboliteConcentrations : cachexia_concentrations

Similarly to what happens with the submission or choice of different projects, loading a different
workspace implies loosing the workspace the user is working at that time, unless it is saved.

When saving a workspace, the pop-up window that appears informs the user what is the project
and data folder that the workspace is related with:

Save Workspace Data

All the data and results regarding the current data folder from the current project can be saved on your account, so it can be uploaded at a
different time and the analysis continued.

Current Project:
Bananas

Current Data Folder from the project above:
banana_nmr_1

Close

Remember that workspaces can only be saved into someone’s account. Therefore, this feature
is only available for users that are logged in.

After loading a public workspace, the logged in user has to copy the public project associated
with the public workspace loaded to be alowed to save the workspace, as a warning message appears
in the pop-up window of "Save Workspace" if the user has not yet copied the public project.

Only the user that "owns" the public project can save and, therefore, change the actual associated
public workspace(s).

Data Pre-processing

When the user clicks the "Pre-Processing” button, the page that allows the user to pre-process
datasets appears.
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This page was organized into two columns with the different types of pre-processing in each
box:

+ New Project‘ & Load Workspace ‘ @ Data Visualization ‘ o Pre—Processing‘ P> Run Analysis| [2) Save Workspace | 9

£¥; PRE-PROCESSING

Missing Values Detect NMR Peaks

Your data has no missing values. Not applicable to this data type.

Data Transformation Subset Dataset

e method to transform the data:

Subsetby Variables Subset by samples

© Subset by specific data values

16-Anhydro-beta-D-glucose

Scaling

subset
Choose one method to scale the data:

©#uto

Pareto Remove data

Range
Remove:

=t ©samples () Datavariables () Metadata variables
Choose the sample(s) to remove:

Correction

Not applicable to this data type,

Smoothing interpolation

Remove data by NAs
Not applicable to this data type.

Some pre-processing boxes will only be available for the user when it comes to spectral
data: "Correction', ''Smoothing Interpolation', ""First Derivative'', ''Multiplicative Scatter
Correction' and ''Low-level data fusion"'.

Each box is further discussed in this chapter, below.

The processing is done over the dataset being currently used, and it can be done in any desired
order, applying the wanted tasks. Various datasets can be generated, with different pre-processing
pipelines, which allows to compare different results of the same analysis, according to the processing
pipeline applied.

At the end of the page, the "Finish" button, only enabled when the dataset name input is filled,
allows the user to indicate that the processing pipeline is defined:

Name for the new dataset

Write the name you would like to give to the processed dataset, without spaces.

data_processed

After naming the pre-processing, the name of the dataset will appear on the sidebar panel, in
the section "Dataset being used", so that the user can choose the new dataset for further analysis:

Dataset being used )
Mis

data_processed‘

You
OriginalData

data_processed

Dal

la



2.6 Data Pre-processing 35

If the chosen name already exists, the site will not allow the user to save the pre-processing
done when he clicks the "Finish" button and the message "A dataset with that name already exists!
Please choose a different one" will appear, giving the opportunity of renaming the dataset.

2.6.1 Missing Values

In the "Missing Values" box, a message saying "Your data has no missing values" appears if the
dataset in use does not have missing values:

Missing Values

Your data has no missing values.

If it has, the options to treat missing values will appear. These include replacing the missing
values by:

e The mean;

e The median;

e A value given by the user: when this choice is selected, an input will appear below so that a
value can be specified;

e Calculating the K-Nearest Neighbours: when this choice is selected, an input will appear
below so that a number K can be specified;

e Doing a linear approximation.

Missing Values

You have 795 missing values in your dataset. Choose one of these methods to treat the values:
Mean

© Value given
Median
K-Nearest Neighbours

Linear approximation

Value:

0.00005 =

Impute Missing Values

2.6.2 Data Transformation

The methods made available are:

e Logaritmic;
e Cubic Root.
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Data Transformation

Choose one method to transform the data:
© Logaritmic
Cubic Root

Transform

2.6.3 Scadling

The methods made available are:

e Auto;
e Pareto;
e Range.

Scaling

Choose one method to scale the data:

Oﬁuto

Pareto

Range

Scale

2.6.4 Correction

The methods made available to perform correction are:

e Baseline;
o Offset;
e Background;

Correction

Choose the correction to use on your spectral data:
 Baseline

Offset

Backgorund

Correct

2.6.5 Smoothing Interpolation

The types of smoothing interpolation made available are:

e Bin;
e [ oess;
e Savitzky-Golay.
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Smoothing interpolation

Choose the smoothing interpolation type
O Bin
Loess

Savitzky-Golay

Apply

2.6.6 Convert to Factor

Metadata variables can be converted to factors here, if they are not already:

Convert to factor

Select the metadata variable to convert to factor:

type v

Convert

This feature is specially important if the user wants to perform machine learning, as it is only
possible to perform classification problems.

2.6.7 Mean Centering

Mean-Centering

Mean-Center

2.6.8 First Derivative

First derivative

Apply

2.6.9 Multiplicative Scatter Correction

Multiplicative Scatter Correction

Correct

2.6.10 Data Normalization

The normalization of the data can be done by the sum of:
e A constant given by the user: when this choice is selected, an input will appear below so that
the constant can be specified;
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e The median.

Data Normalization

Choose one method to normalize the data:

o Sum

Median

Constant:

1000 e

Mormalize

2.6.11 Detect NMR Peaks

The NMR peak detection box, as the name suggests, is only available for NMR spectra data.
To detect the peaks, you will only need to set the following options:
e Baseline treshold value: it’s the minimum intensity value to consider a peak as a detected
peak;
After the peaks are detected, they are aligned and the following options have to be set:

e Peak alignment method: "MetaboAnalyst Algorithm" or "Specmine Algorithm";
e Size of the steps (in ppms), if "Specmine Algorithm" is chosen;
e Metadata variable to use in the alignment, if "MetaboAnalyst Algorithm" is chosen;

Detect NMR Peaks

Baseline treshold value (Minimum value to consider a peak):

>

50000 5

Options to align peaks after their detection:
There are two methods available to perform alignment of peaks. The specmine algorithm does not allow overlapping of
windows, being the size of the window equal to the step. The MetaboAnalyst method allows overlapping of windows,
being the step half the size of the window. The step size for the MetaboAnalyst method has a default of 0.015 for NMR
peaks and 0.125 for GC/LC-MS peaks. The bandwidth, used in this method, has the values 10, 30 and 5 for NMR, LC/M5S and
GC/MS peaks, respectively.
Method:
© specmine Algorithm

MetaboAnalyst Algorithm

Size of the step, in ppms:

>

0.03 5

Detect Peaks

2.6.12 Subset Dataset

You can get a new dataset with only certain data variables ("Subset by Variables") and/or certain
samples ("Subset by samples").

When subsetting the dataset by variables, you can choose between:
e An interval of data variables to keep on the new dataset;
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Subset Dataset

Subset by Variables

© Subset by interval of data values

7 Subset by specific data values

Choose the variable range to keep on the new dataset:

Subset by samples

Subset

o Keep specific data variables.

Subset Dataset

Subset by Variables

() Subset by interval of data values

© Subset by specific data values

Select the datavariables to keep on the new dataset

0 023 018

Subset

When subsetting by samples, you can choose between:

Subset by samples

e Subsetting according to classes on a metadata variable, i.e., only samples that have a certain
value(s) for a metadata variable will be kept on the new dataset;

Subset Dataset

Subset by Variables

© Subset according to classes on a metadata variable

() Subset by specific samples
Select a metadata variable

seasons

Keep ples with the following metadata classes

au

Subset

o Keep specific samples.

Subset by samples
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Subset Dataset

Subset by Variables

Subset according to classes on a metadata variable

© subset by specific samples

Select the samples to keep on the new dataset

Subset

Subset by samples

When the dataset being used is of concentrations or MS spectra, subsetting the dataset by an

interval of data values is not accessible.

2.6.13 Remove Data

Specific samples, data variables and/or metadata variables can be removed:

Remove data

Remove:

Samples gData variables Metadata variables

Choose the data variable(s) to remove:

1.6-Anhydro-beta-D-glucose

1-Methylnicotinamide

Remove data

Remove:

Samples @) Data variables Metadata variables

Choose the data variable(s) to remove:

1.6-Anhydro-beta-D-glucose 2-Aminobutyrate

Remove

Figure 2.22: Remove data box, (a) when the choices showing the data, metadata or samples names
show when the user clicks on the input to insert what to remove and (b) after selecting two data

variables names to remove.

2.6.14 Remove data by NAs

Samples and data variables can be removed according to the missing values they have.

In both cases, the data can be removed by the number or percentage of missing values. When
the first is chosen, an input will appear, asking the user to give the maximum number of missing
values a sample or data variable can have. On the other hand, when the percentage option is chosen,
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a slider input will appear, allowing the user to set the maximum percentage of missing values a

sample or data variable can have.
The samples have an additional option of removing samples if they have missing values in the

respective metadata variables.

Remove data by NAs

Remove:

© samples () Datavariables

According to what do you want to remove samples?
7y Number of NAs in samples

(O Percentage of NAs in samples

) NAs in metadata

Insert the maximum percentage of NAs that a sample can have:

0 100
L |

Remove

2.6.15 Low-level data fusion
Datasets from different types of data can be merged in one dataset. To merge the dataset you are
currently working on with another one of another type of data, you only need to select the type
of data to upload in the blue options at the top of the box, upload the file(s) and set the options.
The options available are similar to those seen when loading a data for the first time through New
Project or Choose Files (see section 2.5 for more information)

Low-level data fusion

Only the samples from the new data provided that have the same name as samples in the current dataset will be joined.

' M5 Spectra NMR Spectra NMR or M5 peaks lists UV-vis, IR or Raman spectra Concentrations

Note that only the formats .mzXML, .netCDF, mzData are supported.

When reading the data, the peak detection will be performed.

Data Folder

Browse... No file sele

Type of the data:
©LC-Ms Spectra () GC-MS Spectra

Options for the feature (peak) detection in the chromatographic time domain:

Join With Current Dataset

2.6.16 Aggregate Samples
Samples can be aggregated (joined in one) according to a metadata variable, i.e., samples that
belong to the same class of a metadata variable are joined together in only one sample. Samples
can be joined by calculating the mean, median, sum, maximum value or minimum value of the
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samples. Furthermore, you can also choose metadata variables to remove, in case they stop making
sense once the samples are aggregated.

Aggregate samples

Samples can be aggregated according to the classes of a certain metadata variable. Samples in the same class will be
aggregated together.

Choose the metadata variable by which samples will be aggregated:

5easons -

Aggregate samples' values by:

© Mean Median Sum Maximum value Minimum value

Metadata variables to remove when aggregating the samples, if wanted. If not wanted, do not select any option:

Aggregate

2.6.17 Flat Pattern Filter

Six functions are available for selection in the "Flat Pattern Filters" processing box, including:

o Interquantile range;

e Relative Standard Deviation;
e Standard Deviation;

e Median absolute deviation;
e Mean;

e Median.

The values can be filtered by:

e Percentage: when selected, a slider input with numbers between 0 and 100 appears;
e Treshold: when selected, a numeric input appears;
e Number of variables to remove are calculated automatically.

Flat Pattern Filter

Choose one Filter Function:
© Interquatile Range
Relative Standard Deviation
Standard Deviation
Median Absolute Deviation
Mean

Median

Choose how to filter the values:
© Percentage
Treshold

Calculate automatically number of variables to remove

Choose the percentage of the number of variables to filter:

[] 0] 100

Filter

Figure 2.23: Flat Pattern Filter box.
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Visualize the data

The "Data Visualization" feature is available through the header panel, and allows the user to see
the data and some of its characteristics.

At the top left of this page, the buttons present correspond to what the user can see about the
dataset in question. At the right, the content that belongs to the button clicked is shown.

Below these, the possibility to download or save the data visualization report is made available.

The information the user is able to see in this page corresponds to the dataset being currently
used, chosen in the sidebar tab "Dataset being used".

Data Summary

Contains information such as:
e Short description of the data that was provided by the user while submitting the project for
analysis;
Type of data;
Number of samples, data points and metadata variables;
XX and YY axis labels;
Number of missing values;
Statistics: mean, median, standard deviation, range and quantiles.

@ DATA VISUALIZATION

Data Summary Dataset summary:
Valid dataset
DataTable Description:

Type of data: nmr-spectra
Number of samples: 44

Number of data points 16384
Number of metadata variables: 2

Metadata Table

samples' statistics

Variables Statistics Label of x-axis values: ppm
Label of data points: Intensity
Boxplots of the Variables. Number of missing values in data: O
Mean of data values: 18570016
Spectra Plot Median of data values: 3713082

Standard deviation: 74686391
Range of values: 1 1738086784

Quantiles:

Dataset Visualization Report (html): o% 25% 50% 75% 100%

1 2101578 3713082 5740403 1738086784
&pownload M save

The data you are exploring n this tab is the data selected in
the sidebar section 'Dataset being used:

If a metadata variable is not available to choose in the
boxplots and/or spectra plots, it means that it needs to be
converted to a factor (Pre-Processing page).

2.7.2 Data and Metadata Tables

The data section shows a table where each sample is represented by a column and each data variable
by a row:

Data Summary Search: |
Data Table Data Table of OriginalData dataset.

(=R si si si si si si si si si siL si sn
—— GM11 GM12 GM13  GMI4  GML5S  GML6 GMLT  GM1s GMis  GM21 GM2.2 GM2_
Variables statistics -1.99552549686245 759979 1435026 130109 1465754 2268427 3755892 2815690 2530385 4750275 2884374 1256221 31031

Boxplots of the Variables -1.99454948168893 759643 1434636 130650 1465348 2268090 3754887 2813918 2528303 4751173 2884398 1254549 30983
Spectra Plot
-1.99357346651541 759827 1433185 131251 1464625 2269202 3754711 28135615 2525677 4TS0S9T 2884225 1255059 30%
-1.9925974513419 759826 1432085 131941 1465398 2270240 3756221 28157085 2525611 4749741 2883288 1256706 309
Dataset Visualization Report (html): -139162143616838 759658 1431765 133079 1466596 2269635 3758473 2819153 2527652 4TA937TT 2880801 1261614 303
&pownload M save
-1.99064542099486 760191 1432655 132695 1466988 2267761 3759649 28214865 2529087 474854 2677189 1261754 30952
-1.98966940582134 762413 1434209 130158 1468355 2265831 3761194 28202675 2529426 4747843 2674898 1261293 30961
The data you are exploring in this tab s the data selected in
(e S P 0 e el -1.98869339064782 766031 1434532 127803 1471439 2264360 3764347 2823123 2528406 4748482 2674511 1261000 309
T . e -L9877173754743 768195 1424374 127834 1475644 2063674 3765948 28250505 2526601  ATAOTTA 2874958 1260549 309
boxplots and/or spectra plots, it means that t needs to be
-1.98674136030079 760394 1434159 128490 1480740 2262406 3765313 28299055 2525765 4751705 2675041 1260269 309t
converted to a factor (Pre-Processing page).
-1.98576534512727 771060 1433079 12709 1485783 2259998 3765435 28326785 2527424 4754363 2673577 1261078 309¢
-1.98478932995375 712262 1430751 124957 1487925 2257267 3767231 2834110 2530586 4758065 2671890 1261539 309
-1.98381331478023 TIa4T8 1428103 12486 1486808 2255552 3769416 28307865 253057 476125 2871425 1259899 309

Showing 1 to 16,384 of 16,384 entries
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The metadata section shows a table where each sample is represented by a row metadata
variable by a column:

Search:

Data Summary.
DataTable Metadata Table of OriginalData dataset
(i AEE Cultivar Transgene
Samples’ Statistics -
SILGMI_L silcora GML
Variables Statistics
SILGM1_2 silcora cML
Boxplots of the Variables
SILGMI_3 silcora GML
Spectra Flot

SILGM1_4 silcora oML

SILGML_S silcora GML
Dataset Visualization Report (html):

SILGML6 silcora oML

& pownload i save -

SILGML_7 silcora GML
The data you are exploring in this tab is the data selected in SIL-GM1_8 Silcora GM1
the sidebar section ‘Dataset being used:

SILGM1_9 silcora GML
1fa metadata variable s not available to choose in the . @ on
boxplots and/or spectra plots, it means that it needs to be ~OM2] ficora
converted to a factor (Pre-Processing page). e oo on

SILGM2_3 silcora M2

SILGM2_4 Silcora oM

Showing 1 to 44 of 44 entries

The tables can be scrolled down and right if the size of the table is big. While scrolling down,
the columns’ names are fixed.

Variables and Samples Statistics

These two sections show a statistical summary for each variables and sample of the dataset,
respectively. The statistical information consists on the minimum value, first quantile, median,
mean, third quantile and maximum value.

Search:

Data Summary
Data Table samples' Statistics Table of OriginalData dataset.
LERIERENE Min. 1stQu. Median Mean 3rdQu. Max.
Samples' Statistics
SILGM1_L 1231 182336925 4218195 1880582170604 9588851 780391104
Variables Statistics.
SILGM1_2 310 1324585 35638005 20277068.559082 63231475 1341127296
Boxplots of the Variables
SILGM1_3 215 150709325 4729227 22256593.4082642 8791082.5 1465630592
Spectra Plot
SILGM14 230 35462635 8210292 23748017.6144714 18698019 730968640
SILGM1_5 446 1950071 3118612 16080051.0874023 5375849375 851291072
Dataset Visualization Report (htm):
- SILGML6 250 251469375 3780519 14917031.6653137 4200592375 949302976
&ownload M save
SILGM1_7 230 20547625 3009826 13820599.9362098 37224205 1217029248
L e e e n e ma L S T = T e et SILGM1_8 1751 194981275 2797445 15067838.7615356 478067325 799695808
the sidebar section 'Dataset being used:
SILGM1_9 614 28099495 39926765 18327910.3069153 5729841 1318922240
fa metadata variable is not available to choose in the
SiLaM2_1 863 2371195 31500405 16147771.0968933 491297675 828100032
boxplots and/or spectra plots, it means that it needs to be -
converted to a factor (Pre-Processing page) SILGM2_2 2305 204112925 407888025 17849026.0982666 73065815 1422729600
SILGM2_3 82 222942625 3231757.75 15023342.6396179 3752995875 945504128
SILGM2_4 128 208785125 2976605 14860421.6070862 4665756375 858595200

Showing 1 to 44 of 44 entries

Boxplots of the variables

Three different types of boxplots are available. You can see a boxplot of one or more data variables,
a boxplot of one data variable over two different metadata variables and a boxplot of one data
variable over one metadata variable. Each of these plots can be accessed through their respective
buttons that appear at the top of the page when the user clicks "Boxplots of the variables" at the left.

The second plot mentioned will not be available if the data in question does not have two or
more metadata variables.
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One or more variables

The variables to appear in the boxplot can be chosen by the user, through the select input above the
plot.

So that all variables appear in the boxplot, you can click in the button "Select All" at the top
of the choices in the selection input. However, if there are a lot of variables, the plot may not be
readable.

Data Summary One or more variables One data variable over two metadata variables One data variable over a metadata variable

Data Table Choose the variables to be shown in the boxplot

Metadata Table -1.99552549686245, -1.98966940582134, 3.50920008178046 ”

Samples’ Statistics

Variables Statistics

Boxplots of the Variables 7erta

spectra Plot 6ev08 |

Dataset Visualization Report (html):

LDownload M save 2008
20008

The data you are exploring i this tab is the data selected in
the sidebar section 'Dataset being used'

If ametadata variable is not available to choose in the T
boxplots and/or spectra plots, it means that it needs to be
converted to afactor (Pre-Processing page). é

sesatnse2ra —|
s20008178046 |

One data variable over two metadata variables

To visualize this plot, you have to choose the data variable and the two metadata variables in their
respective inputs and the color for the boxes in the plot. After that, you can click "Construct Plot"
to see the new plot below.

One or more variables One data variable over two metadata variables One data variable over a metadata variable
Choose the data variable to plot Choose the two metadata variables to plot Color of the boxes
0 - seasons, agroregions - steelbluel| Construct plot
_— JANEEEN —

111§

0- EEEEN i
EEENN
EEEEEEN

T

seasons

One data variable over a metadata variable

To visualize this plot, you must choose not only the data and metadata variables in their respective
inputs, but also the different colors of the boxes that will appear in the plot (one for each metadata
variable):
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One or more variables One data variable over a metadata variable
Choose the variable to be shown in the Choose the two metadata variables to plot choose the 2 colors for each class of metadata
boxplot variable chosen, to color the corresponding box
type - ’ Construct Plot
200.1/2926 - Royal blue, Red -

After setting the options, you can click "Construct Plot" and the new plot appears below the

options:
One or more variables One data variable over a metadata variable
Choose the variable to be shown in the Choose the two metadata variables to plot choose the 2 colors for each class of metadata
boxplot variable chosen, to color the corresponding box
type - ! Construct Plot
200.1/2926 - Royal blue, Red -
200.1/2926

48+05
32:05

2e+05 |

2.7.5 Spectra/ Peaks plot

This plot is only available, as the name suggests, for datasets of spectral type or peaks data.
There are some changes that the user can perform to personalize the plot:
e The plot can show the spectra/peaks of one up to all samples, selected by the user. Again, if
no samples are chosen in the select input, the spectra for all samples is plotted;
e Color the plot according to the different values of the metadata variable chosen;
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e Choose the range of the xx axis;
e And choose if the values in this axis appear in descendent or ascendent order.

Data Summary
Data Table
Metadata Table
Samples’ Statistics

Variables Statistics

Boxplots of the Variables

spectraPlot

Dataset Visualization Report (html):
&Download M save

The datayou are exploring in this tab is the data selected in
the sidebar section ‘Dataset being used:

If ametadata variable is not available to choose in the
boxplots and/or spectra plots, it means that it neads to be
converted to afactor (Pre-Processing page).

Data Summary
Data Table
Metadata Table
Samples' Statistics

Variables Statistics

Boxplots of the Variables

Peaks Plot

Dataset Visualization Report (html):
& Download M save

The data you are exploring in this tab s the data selected in
the sidebar section 'Dataset being used!

Ifa metadata variable is not available to choose in the
boxplots and/or spectra plots, it means that it needs to be
converted to afactor (Pre-Processing page).

Metadata variable to color the plot: show axis range

Cultivar

- 2 "
-

Select samples to appear on the plot:

Reverse x-axis

;3
ppm
Figure 2.24: Spectra Plot section.
Metadata variable to color the plot: Show axis range

seasons

- | m @

Select samples to appear on the plot:

Intensity

Reverse x-axis

Noa i Lo
it i
T

3 4 5 6 7 8

Figure 2.25: Peaks Plot section.

Get a report of the data visualization

The plots appear in the report like they are in the page in the moment of the report file creation.
This means that only the variables that are selected to appear in the boxplot at the time of the report
file creation will appear in the file plot, for example, and the same happens with other inputs that

may change the plots.

If the data being visualized is of concentrations type, no spectra/peaks plot will be present in
the report, similarly to what happens in the website:
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Data Visualization Report

## Report generated on 2610663 11

4 using WEBSPECHTNE
Dataset
OriginalData

Dataset Summary

48 Dataset summary
dataset

5 vatia
p
-
i
-
o
-
i
-
## Standard deviation: 1500.633
4+ Range of values: 0.79 33360.35
## Quantites:
i v ses s e
s 079w sl 160.77 360,35
Data Table
Search:
PIE176. PIEO7  PF0S0 NETLOOS VI P15 PIE110.  NETL 019.Vi
A w8 e218 2043 15447 22 22m 15141
-Mothyiicathamido B3 03 6an2 5298 87 ae 36
2 Aminobutyrate 1873 2420 1218 243 s 1838 867
2Hydroxyisobutyrate 2605 a1s8 657 74 s st 25
2.Oxogluarate s e 238 119991 w2 4o 22363
3 Aminoisobuyrate 103 11e7s 143 sss7 967 1746 626
3 hydronuyrate e a2 564 17591 71 e s
3 hydronisovalerate w07 e 2m 200 6odl 3816 2579
Showing 110 63 of 63 entres
Metadata Table
Search:
Muscle.oss
PIF_i78 cachexic
PIF_087 cachexic
PIF_090 cachoxic
NETL 005 V1 cachexic
PIF 115 cachexic
PIF_110 cachexic
NETL 016 V1 cachexic
NETCR 014 1 cachexic
NETCR 014 s
Showing 110 77 of 77 entes
Samples’ Statistics
search: [
Win. 1stQu. Median Mean T a
PIE_178 558 272 15447 699.855714285714 4623 t6dsis
PIF_087 769 7866 20851 708.302380952381 412005 1583835
PIF_030 a4 ais 1117 771.704444844448 w803 24876
NETL 005 Vi 2503 10251 2715 1021.28206349208 eams 209222
PIE 115 as3 s 077 441.219682530683 196615 683629
PIE110 505 a3 1183 597.475079365079 sesse 56778
NETL 019 Vi 21 26725 9184 100.849206349208 2068 s02248
NETOR 014 V1 173 714 1817 827695238095238 ;s 22083
NETCR 014 4 s 9 1 sa424
Showing 11077 of 77 entries
Variables’ Statistics
search: [
Wi tstou Median Mean ardQu. Max.
1.6-Anhydro-beta-D-gucose an 2070 56 1056303891039 1117 6854
1-Methylncotinamide 642 158 6 715736369636364 787 103277
2 Aminobutyrate 128 525 1049 18.1597402597403 04 17240
2 Hydronyisobutyrate 485 158 3245 37.250493506494 546 9169
2Orglutarate 553 242 515 14508714286714 @276 248513
S-Amincisabutyrate 261 "7 2265 76.7563636363636 s626 14803
SHydogbutrate 17 599 M7 2171701298701 29 17591
3 Hydrowyisovalrate 02 526 1255 216477922077922 W27 tea02
dndoxdsulate e P 140 G2 4

Showig 110 63 o 63 etries
Boxplot of the Variables

{ —
i g i i

Data variable Glycine over metadata variable Muscle.loss

1

Glycine

# End of report
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The user will always be able to download the report to their computer, but can only save it if
logged in the account.

Run an Analysis

The "Run Analysis" feature is available through the header panel and leads to the page that allows
the user to do the analysis of the datasets.
There are a total of 7 boxes of analysis provided.

To Start the analysis of your
Boxe:

fthe analysis boxes bell
es.

(This i issi hi ing" tab)).

Univariate Analysis Pricipal Component Analysis (PCA) Clustering Analysis
TTest Perform prindpal component analysis Two types of clustering analysis available
One-way and multifactor ANOVA - Both classical and robust approaches available - Hierarchical Clustering
ind Komolgorov-Smirnov tests - KeMeans Clustering
- Fold Change analysis.

Machine Learning Feature Selection Metabolite Identification

available for from the

els with the data available.
w samples with the models trained previously or a model saved in

following techniques:
~LC-MS technique
~NMR Peaks

Metabolite Identification

Pathway Analysis

Available for:
ites identified through '

Pathway Analysis

Figure 2.27: Run Analysis page layout.

e Metabolite Identification, only available for spectral data from the LC-MS technique or
peaks lists data from the NMR technique;

e Pathway Analysis, only for concentrations data whose metabolites are represented by KEGG
or HMDB codes, or for identified metabolites from NMR or LC-MS data;

o Univariate Analysis, where t-tests, one-way and multifactor analysis of variance (ANOVA),

Kruskal-Wallis and Komolgorov-Smirnov tests, and fold change analysis can be done;

Regression Analysis, where regression and correlation analysis are made available.

PCA, both classical and robust approaches;

Clustering Analysis, where hierarchical and k-means clustering are available;

Machine Learning, where it is possible to train models and predict new samples;

Feature Selection, where two methods are available, namely recursive feature elimination

and selection by filter;

The analysis boxes might not be accessible if the dataset currently in use contains missing
values. Another example is the box "Metabolite Identification”, which might also be unaccessible if
the dataset type is not supported, i.e., if the dataset is not spectral data from the LC-MS technique
or NMR peaks lists data. In these cases, the respective boxes remain in grey, inaccessible, until the
desired conditions are met.

All analyses done must have a name associated to them, given by the user. These names must
differ, although the input text box where this name has to be given comes with a default value.

Univariate Analysis

Regarding univariate data analysis, the web application is able to perform either one-way or
multi-factor ANOVA, T-Tests, Kruskal-Wallis and Kolmogorov-Smirnov tests, and fold change
analysis.
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Therefore, after entering the Univariate Analysis page, the user sees a sidebar panel with each
tab leading to the respective type of analysis mentioned.

After clicking in of these tabs, the options that must be given to perform the analysis are shown
at the right of this tab.

By default, the options regarding the first type of analysis in the sidebar panel appear automati-
cally when first entering the page.

T-Test
The available options to set are:
e Analysis Name;
e Metadata variable to use (to create the groups of samples based on the different values of the
selected variable, that will be compared between each other);
e P-value Treshold: defaults to 0.01.

» RuN ANALYSIS
UNIVARIATE ANALYSIS

TTest T-Test

Give aname to the analysis:

One-Way Analysis Of Variance (ANOVA)
OriginalData_TTest
Multi-Factor Analysis Of Variance (ANOVA)
Select the metadata variable to use:
Kruskal-Wallis Test
Muscleloss -
Kolmogorov-smirnoy Test
P-value threshold

Fold Change Analysis 001

< Go back to the Analysis Boxes

Figure 2.28: T-Test analysis page layout.

One-way Analysis of Variance (ANOVA)
The available options to set are:
e Analysis Name;
e Metadata variable to use (to create the groups of samples based on the different values of the
selected variable, that will be compared between each other);
o If the TukeyHSD test should also be performed, alongside with ANOVA.

P RUN ANALYSIS
UNIVARIATE ANALYSIS

st One-Way Analysis Of Variance (ANOVA)

Give aname to the analysis:

OneWay_ANOVA

Multi-Factor Analysis Of Variance (ANOVA)

Select the metadata variable to use:

Kruskal-Wallis Test
Muscleloss -

Kolmogor

With TuckeyHSD

Fold Change Analysis

< Go back to the Analysis Boxes

Figure 2.29: One-Way ANOVA analysis page layout.
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Multi-factor Analysis of Variance (ANOVA)
As this type of analysis can only be performed on datasets with more than one metadata variables,
this analysis won’t be available for datasets that do not fill this requirement.

The available options to set are:

e Analysis Name;

e Metadata variables to use (to create the groups of samples based on the different values of

the selected variables, that will be compared between each other);
e Write the formula specifying the model, using the names of the metadata variables chosen.

» RunN ANALYSIS
UNIVARIATE ANALYSIS

Trest Multi-Factor Analysis Of Variance (ANOVA)
©One Way Analysis Of Variance (ANOVA) This hasoner needed)
Give aname to the analysis:
Multi-Factor Analysis Of Variance (ANOVA) OriginalData_Multifactor_ANOVA
Kruskal-Wallis Test Select the metadata variables to use:
Kolmogorov-Smirnov Test jolhEsccs
Fold Change Analysis Formula specifying the model

< Go back to the Analysis Boxes

Figure 2.30: Multi-Factor ANOVA analysis page layout.

Kruskal-Wallis Test
The available options to set are:
e Analysis Name;
e Metadata variable to use (to create the groups of samples based on the different values of the
selected variable, that will be compared between each other);
e P-value treshold.

» RuN ANALYSIS
UNIVARIATE ANALYSIS
Test Kruskal-Wallis Test

One-Way Analysis Of Variance (ANOVA) e Y
originalData_Kruskal-Wallis

Multi-Factor Analysis Of Variance (ANOVA)

Select the metadata variable to use:

Kruskal-Wallis Test

Muscle loss -

Kolmogorov-smirnov Test
P-value threshold

Fold Change Analysis 0.01

Figure 2.31: Kruskal-Wallis Test page layout.
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Kolmogorov-Smirnov Test
The available options to set are:
e Analysis Name;
e Metadata variable to use (to create the groups of samples based on the different values of the
selected variable, that will be compared between each other);
e P-value treshold.

» RUN ANALYSIS
UNIVARIATE ANALYSIS
TTest Kolmogorov-Smirnov Test
One-Way Analysis Of Variance (ANOVA) Crromrrtlines==s
OriginalData_Komolgorov-Smirnov
Multi-Factor Analysis Of Variance (ANOVA)

Select the metadata variable to use:
Kruskal-Wallis Test

Muscleloss -
Kolmogorov-Smirnov Test
P-value threshold
Fold Change Analysis o1

< Go back to the Analysis Boxes.

Figure 2.32: Kolmogorov-Smirnov Test page layout.

Fold Change Analysis
The available options to set, in order to perform fold change analysis on the entire dataset (difference
of the variables on two groups) are:

e Analysis Name;

e Metadata variable to use (to create the groups of samples based on the different values of the

selected variable, that will be compared between each other);

e One of the possible values of the metadata variable chosen, to use as reference value.

If the user choose to perform an additional fold change analysis on two variables (difference of
the groups on two variables), the following options must be set:

e Select the two data variables to use.

P RUN ANALYSIS

UNIVARIATE ANALYSIS

TTest Fold Change Analysis
One-Way Analysis Of Variance (ANOVA) e
OriginalData_Fold_Change
Multi-Factor Analysis Of Variance (ANOVA)
Select the metadata variable to use:
Kruskal-wallis Test

Muscleloss -
Kolmogorov-Smirnov Test
Select the class of the metadata variable to use
Fold Change Analysis as reference value:
control -

Also perform an additional fold change analysis
on two variables?

(instead of calculating the difference of the variables on two groups, it calculates the difference of the groups on two variables)

Select the first data variable to use: Select the second data variable to use:
L6-Anhydro-beta-D-glucose ¥ | IMethylnicotinamide v

Figure 2.33: Fold Change analysis page layout.
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2.8.2 Principal Components Analysis (PCA)
Both classical and robust PCA are available to perform.

Normal PCA

The following options must be set in order for the analysis to be performed:
e Analysis Name;
e Choose if variables should be scaled and/or centered.

» RuN ANALYSIS
PRINCIPAL COMPONENT ANALYSIS

Normal pca

Robust PCA Give aname to the analysis:

originalData_PCA
B2 scalevariables

2 centervariables

< Go back to the Analysis Boxes

Figure 2.34: Normal PCA analysis page layout.

Robust PCA

The following options must be set in order for the analysis to be performed:

Analysis Name;

Choose the method by which to center the variables: "Mean" or "Median";

Choose the method by which to scale the variables: "Standard deviation ratio" or "Mean
absolute deviation";

e Number of components to obtain.

» RUN ANALYSIS
PRINCIPAL COMPONENT ANALYSIS

Normal PCA Robust PCA

Robust PCA Give aname to the analysis:

OriginalData_robust_PCA
Center method:
©Mean () Median

Scale method:
(© Standard deviation ratio

Mean absolute deviation

Number of components:

10

< Go back to the Analysis Boxes

Figure 2.35: Robust PCA analysis page layout.
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2.8.3 Clustering Analysis

Both hierarchical and K-means clustering are available.

Hierarchical Clustering

The options to set here are:
e Analysis Name;
e Distance Measaure: "Euclidean", "Manhattan", "Pearson" or "Spearman";
o Agglomeration method: "Complete", "Ward", "Single", "Average", "Mcquitty", "Median" or
"Centroid";
o If distance should be calculated between samples or variables;

» RuN ANALYSIS
CLUSTER ANALYSIS

Hierarchical Clustering Hierarchical Clustering

K-Means Clustering Give aname to the analysis:

Hier_clustering

Distance measure
@¢uclidean () Manhattan (") Pearson () Spearman

Agglomeration method
© Complete ()Ward ()Single ()Average () Mcquitty (“)Median (*)Centroid

Hierarchical cluster analysis on
© samples () Variables

<€ Go back to the Analysis Boxes

Figure 2.36: Hierarchical Clustering analysis page layout.

K-Means Clustering

The only options to set in this case are:

e Analysis Name;
o If distance should be calculated between samples or variables;
e The number of clusters in which to group the samples/variables;

» RuN ANALYSIS
CLUSTER ANALYSIS
Hierarchkcal Clustering K-means Clustering

Give aname to the analysis:

OriginalData_K-Means_Clustering

K-means cluster analysis on

(© samples () Variables
Number of clusters

3

Figure 2.37: K-Means Clustering analysis page layout.
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Machine Learning

At the top of the Machine Learning page, there are two buttons that can lead to either model
training, if the button "Train Models" is clicked, or to samples prediction, if the button "Predict
New Samples" is chosen. The options that can be chosen for each type of analysis appear below
these buttons.

The "Predict New Samples" option is not accessible if no model was previously trained using
the dataset currently in used.

Model Training
Model training is only available for classification models.

The options available to set are:

e Analysis Name;

e Choose one or more types of models to train: "Partial Least Squares (PLS)", "Decision
Tree (C4.5)", "Rule-Based Classifier", "Support Vector Machine (SVM) with linear kernel",
"Random Forests", "Linear Discriminant Analysis (LDA)" and "Neural Network";

e Name of the metadata variable to predict;

As regards to the options for parameter optimization, the user can either choose:

o Give all the values that will be tested for each parameter of each chosen model;

o Or define the number of different values that will be tested for each parameter, whose values
will be set automatically.

For the model validation options, the following have to be set:

e Method: "Resampling", "Cross-validation", "Repeated Cross-validation", "Leave One Out

Cross-validation" and "Leave Group-out Cross-validation";

Number of resampling iterations: if "Resampling" method is chosen;
Number of validation folds: if any of the other methods is chosen;
Number of repeats: if the selected method is "Repeated Cross-validation";
Validation Metric: "Accuracy" or "ROC".

» RUN ANALYSIS

Train Models Predict New Samples

TRAIN MODELS OPTIONS
Give a name to the analysis:

trained_models

Choose the models to train: Column in the metadata where the class to predictis:

Muscle.loss -

Parameter Optimization: Model validation:
(© Choose the number of different values that will be generated and tested for each parameter of the selected models Choose one validation method:

Choose the specific values to test in each parameter of the selected models ©~Resampling () Cross-Validation () Repeated Cross-validation (") Leave One Out Cross-Validation

Leave Group Out Cross-Validation
Number of different values to test in each model parameter

Number of Repeat:
o umber of Repeats

10

Metric to test the models performance

Figure 2.38: Train Models analysis page layout.
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Sample Prediction
First, the user should submit the new samples file(s):
1. Click the button to start the submission of the file(s);

» RUN ANALYSIS

MACHINE LEARNING

Train Models | Predict New Samples I

PREDICT SAMPLES OPTIONS 1

Please note that the dataset currently being used, chosen in the tab 'Dataset being used} must be the same one used for the model training.

Give aname to the analysis:

samples._prediction

2

Choose one of the final models obtained to do
the prediction:

Partial Least Squares - trained_models ¥

€ Go back to the Analysis Boxes m

2. A pop-up window will appear, with the options to process the data file(s), according to the
type of data that must be submitted (the same type of data used to train the models);

Submit the New Samples
Data Folder
Browse... No file selected

Data files have a header row with the names of

. OPTIONAL INFORMATION:
the data variables

Separator character of the data files Short description of the data

°Comma

() White Space
Short label for the x values
Character used in data files for decimal points

° Dot eem
()Comma Short label for the y values

Intensity

Close

3. After this, the user will be asked to treat the missing values, with the same options present in
the pre-processing page, if the new data has missing values;
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Submit the New Samples

The new samples have 795 missing Values.
Choose one of these methods to treat the
missing values:

© Mean

Value given
Median
K-Mearest Neighbours

Linear approximation

The samples will be further pre-processed similarly as the dataset used for model training. Convert to factor, Remove data, Remove data by NAs,
Low-level fusion, Flat pattern filters and Aggregate samples are not available to process new samples.

Process New Samples

Close

4. Lastly, the data will be further pre-processed similarly to the data used to train the model
chosen: "Convert to factor", "Remove data", "Remove data by NAs", "Low-level fusion",
"Flat pattern filters" and "Aggregate samples" are not available to process new samples.

After submitting the new samples, a brief summary will appear at the bottom right of the page:

Train Models Predict New Samples

PREDICT SAMPLES OPTIONS
Please note that the dataset currently being used, chosen in the tab 'Dataset being used) must be the same one used for the model training.

Give aname to the analysis:

samples_prediction

submit Files Dataset summary:
valid dataset
Description: ; Missing value imputation with method mean; Data transformation with method log; Scaling with method auto
Type of data: nmr-peaks
Nunber of samples: 13
Partial Least Squares - trained_models Otz 6 dhin poidns 958
Label of x-axis values: ppm
Label of data points: Intensity

Choose ane of the final models obtained to do
the prediction:

Number of missing values in data: 156
Mean of data values: 2.840798e-16
Median of data values: ©.1178597
Standard deviation: 0.9609985
Range of values: -3.203312 3.007897
Quantiles:
100%
-3.2033116 -0.4288807 ©.1178597 0.4362934 3.0078973

< Go back to the Analysis Boxes m

The options available are:

e Analysis Name;

e Choose a model to perform the prediction: only the models trained making use of the dataset
currently in use will be made available to choose.

2.8.5 Feature Selection

The available options to set are:
e Analysis Name;
e Choose the metadata variable to be predicted;
e Method: "Recursive Feature Elimination" or "Selection by Filter";

2
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e Function for model fitting, prediction and variable importance/filtering: "Random Forests",
"Linear Regression", "Bagged Trees", "Linear Discriminant Analysis (LDA)" and "Naive-
Bayes";

For the model validation options, the user must set:

e Validation Method: "Resampling", "Cross-validation", "Repeated Cross-validation", "Leave
One Out Cross-validation" and "Leave Group-out Cross-validation";

e Number of resampling iterations: if "Resampling" method is chosen;

e Number of validation folds: if any of the other methods is chosen;

e Number of repeats: if the selected method is "Repeated Cross-validation".

The user can also choose if he wants to manually set the number of features that will be tested

in each group test. If the user chooses to do so, he must give the size of each group test, separated
by a comma. If not, the groups’ sizes will be generated by default.

P RUN ANALYSIS

Give aname to the analysis:

feature_selection

Choose the method for feature selection: For Model validation:

(@ Recursive Feature Elimination (RFE) & lidation method.
0ose one validation method:

Selection by Filter

[«] i Cre lid: Repeated C lidatic Leave One Out Cross-Validation Leave Group Out Cross-Validation
Column in the metadata where the class to predict is:
© Musdleloss

Number of Resampling Iterations:

10
Choose the Function for model fitting, prediction and variable
importance/filtering: ~Indicate the number of features for each group of test. If you do not want to indicate this, default values will be used.
(© Random Forests Linear Regression ~) Bagged Trees
Linear Discriminant Analysis Naive-Bayes

Do Feature Selection
< Go back to the Analysis Boxes

Figure 2.39: Feature Selection analysis page layout.

Metabolite Identification

The user can only perform identification of metabolites on data from LC-MS spectra or NMR Peaks.
When entering the "Metabolite Identification" box, the available options will differ according to the
type of data in question.

LC-MS Spectira

The overall pipeline for identification of metabolites from this type of data starts starts with the
detection of the existing peaks in the spectra, followed by discrimination of which peaks belong
to the same source metabolite and, finally, each of these groups of peaks, which have a certain
mass and were acquired under a certain chemical environment (ionization mode, for example), are
compared to the peaks of each metabolite on a predefined database. This analysis is performed by
using the MAIT R package.

The options that can be set are:

e Analysis Name;

e Column of the metadata that may help in the identification.

All the other parameters are already set by default and the user cannot change them, like the
peak tolerance and mass tolerance ones, which are set to 0.005 and 0.5, respectively.
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» RUN ANALYSIS

METABOLITE IDENTIFICATION

The metabolite identification is performed using the MAIT package.

Peaks are first annotated, by using the default MAIT table for adducts in positive polarization.

Next, statistically significant features are detected, followed by the identification of biontransformations between features, as well as looking for adducts.

Finally, the metabolite identification for the significant features is performed, by using the Human Metabolome Database (HMDB), version 2009/07. The peak tolerance value is set to 0.005.

ANALYSIS OPTIONS

Give aname to the analysis:

metabolite_identification_ms

Columniin the help to identify

Otype

Identify metabolites
< Go back to the Analysis Boxes

Figure 2.40: Overall layout of the LC-MS metabolite identfication results page.

NMR Peaks

The overall pipeline for the NMR metabolite identification starts with the clustering of the peaks in
the dataset according to a correlation. After clustering, the peaks are separated in the respective
clusters based on a minimum correlation that each peak inside a cluster must have with the others
on the same cluster. The value of this correlation can be set by the user or calculated, where the
optimal value is the one that leads to the larger number of clusters.

Each of these clusters is considered a potential metabolite, as it can be assumed that peaks
coming from the same molecule show similar behaviour across all samples and, therefore, correlate
strongly with each other.

After setting the library of the reference metabolites, each cluster is compared with each
reference metabolite, using the Jaccard index to score the match. This index is used to compare the
similarity between sets, as it is defined by the division of the size of intersection by the size of the
union of the sets: J(A,B) = |ANB|=+|AUBI.

» RUN ANALYSIS

METABOLITE IDENTIFICATION

Give aname to the analysis: ppm tolerance: Number of top metabolites matched to show in the results:
metabolite_identification_nmr 003 3 5 &
Construction of clusters parameters: Filtering of reference metabolites:

Choose the correlation method to use in the formation of clusters: Frequency (MHz)
(@ Pearson () Spearman 400 @500 ()600
to use i ion of clusters: Nucleus
Vvalue given o 13C

(@ Calculate optimum value (leads to the maximum number of clusters) -
(7] Use solvent feature to filter reference metabolites

() Give maximum number of peaks a cluster can have while calculating the optimum value. If not given, it will be the

(7] Use pH feature to filter reference metabolites.
number of peaks of the largest cluster.

- . (") Use temperature feature to filter reference metabolites
Minimum number of peaks in each cluster

2

Identify metabolites
< Go back to the Analysis Boxes

Figure 2.41: NMR metabolite identification analysis page layout.

The options that must be set are:

e Analysis Name;

e ppm tolerance when matching between cluster and reference peaks;
e Number of top metabolites matched to each cluster to show;

For the construction of clusters, the options to set are:
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e Correlation Method: "Pearson" or "Spearman”;

o Minimum number of peaks that the clusters must have, defaults to 40;

o [f the minimum correlation value in the formation of clusters must be given by the user or
calculated;

o [f the above correlation value is calculated by the website, the user can give the maximum
number of peaks a cluster can have while searching for this optimum value or let the website
set it to the number of peaks of the biggest reference metabolite.

Finally, to filter the reference metabolites, the options made available are:

e Frequency: can either be 400, 500 or 600;

e Nucleus: can either be "1H" or "13C";

e Solvent, optional: "100% DMSO", "5% DMSO", "Acetone + DMSO + Tetramethylurea",
"C","CCl4", "CD30D", "CDCI3", "Cyclohexane", "D20", "DMS0O-d6", "DMSO-d6 + HCI",
"Neat", "TMS", or "Water";

e pH interval or value, optional: the user can choose the minimum and maximum values, or
one single value of pH, by setting both values as the same value;

e Temperature, optional: can either be 25°C or 50°C.

While setting the filtering parameters, the website checks if the combination of the chosen
parameters lead or not to no reference metabolites. If so, the warning message "There are no
reference metabolites with all the features selected" appears under the box to alert the user and
disables the button to do the identification.

Regression Analysis

Linear Regression Analysis

As this type of analysis can only be performed on datasets with more than one metadata variables,
this analysis won’t be available for datasets that do not fill this requirement.

The available options to set are:

e Analysis Name;

e Metadata variables to use: to create the groups of samples based on the different values of
the selected variables, that will be compared between each other for each data variable (one
data variable - one linear regression)

e Write the formula specifying the model.

» RUN ANALYSIS
REGRESSION ANALYSIS
| Linear Regresssion Analysis Linear Regresssion Analysis

This dataset only has one metadata variable (at least two needed)
Give aname to the analysis:

OriginalData_Linear_Regression

Choose the metadata variables to use:

Formula specifying the model:

< Go back to the Analysis Boxes.

Figure 2.42: Linear Regression analysis page layout.

Correlation Analysis
The available options to set are:
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Analysis Name;

Correlation Method: "Pearson”, "Spearman" or "Kendall";

If the correlation is to be calculated between samples or variables;

Color palette for the heatmap and if the reverse colors of the palette should be used.

If the user also chooses to perform a correlations test to the dataset, the following option must
be given:

o Alternative hypothesis: "Two-sided", "Greater (positive association)" or "Less (negative

association)"
Linear Regresssion Analysis Correlation Analysis
| T Give aname to the analysis:
OriginalData_Correlation
Correlation method:
@ Pearson  Kendall = Spearman
Calculate correlation between:
@ samples | Variables
Color palette used for heatmap:
Use reversed colors of pallete?
- -
B3 Perform correlations test to the whole dataset?
Please note the larger the dataset the more time it takes to perform the analysis
Alternative hypothesis:
® Two-sided
Greater (positive association)
Less (negative association)
< Go back to the Analysis Boxes

Figure 2.43: Correlation analysis page layout.

2.8.8 Pathway Analysis

The available options to set in order to perform this analysis are divided into 3 main boxes:

e Box 1: Choose the group of organisms where the organism wanted is. The available groups
are the following: "Mammals", "Birds", "Reptiles", "Amphibians", "Fishes", "Insects",
"Nematodes", "Mollusks", "Cnidarians", "Eudicots", "Monocots", "Green Algae", "Red
Algae", "Fungi", "Protists", "Bacteria" and "Archaea". The pathways of the chosen organism
will be the ones used in the analysis;

e Box 2: Choose the organism. A select input with the organism from the group of organisms
chosen is made available.

e Box 3: Further options and Submit. Here, you have to give a name to the analysis and one of
two options:

If the data is of concentrations type: say if the metabolites are represented by KEGG
codes or HMDB ones;

If the data is of NMR peaks or LC-MS type: say the metabolite identification analysis
with the metabolites identified that you want to use in the analysis.
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P RuN ANALYSIS

PATHWAY ANALYSIS

1. Choose the group of organisms where the organism wanted is: 2. Choose the organism: 3. Further options and Submit:
Cheose organism, whose pathways will be used: Analysis Name:
Mus musculus (mouse) - pathway_analysis

Choose the metabolite Analysis

Eudicots || Monocots i GreenAlgae = RedAlgae metabolite_identfication_ms -

Fungi || Protists

Bacteria | Archaea

< Go back to the Analysis Boxes
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Visualization of Results

Each time an analysis is finished, the user is redirected to the respective results page.

All the obtained results related to the data available for analysis are accessible through the
sidebar panel, in the tab called "Analysis Results". This tab has subtabs that correspond to each
type of analysis made. These subtypes have the links to the respective analysis results’ pages,
represented by the names given by the user.

Overall, for each results page, the users can access the options used in that analysis, by clicking
in a circular button placed ate the top left corner of the results page, alongside with the results.

Univariate Analysis

T-Test

For results of this type, options used that can be consulted are:
Analysis Name;

e Name of the dataset used;

e Variable used;

e P-value treshold chosen.

[l ANALYSIS RESULTS
T-TEST ANALYSIS
9  Numerical Results Plot

OriginalData_TTest OriginalData Muscle.loss 0.05
T-Test result Dataset Variable used P-value threshold

how | 10 v | antriac Saarch: |

Figure 2.44: Layout of the dropdown menu of the options for T-Test analysis.

As regards to the actual results, at the right of the options button, there are two buttons, which
allow the user to see the two different types of results obtained, shown below these buttons.
e Numerical results: consists on a table with the p-value, logarithm of p-value and corrected
p-value (FDR method);

Ll ANALYSIS RESULTS
T-TEST ANALYSIS
e " Numerical Results Plot

T-Test Analysis
& Downloadcsv &k Download HTML Report Misavecsy M save HTML Report

Show| 10 v  entries search: | |

povalue -log10 fdr

Quinolinate 0.000118510792405525 3.92624209801893 0.00326412613557647
valine 0.000139423787744969 3.85566312290209 0.00326412613557647
N.N-Dimethylglycine 0.000155434577884594 3.80845236189279 0.00326412613557647
Leucine 0.000269504555331275 356943388970353 0.00424469674646758
Dimethylamine 0.000446006944907176 3.35065837870629 0.00461682749692073
Pyroglutamate 0.000484536305873943 3.3146736760952 0.00461682749692073
Creatinine 0.000512980832991192 3289898861581 0.00461682749692073
Glutamine 0.00106076776303669 2.97437968704263 0.00746781252460812
Alanine 0.00117886088894197 2.92853744064653 0.00746781252460812

3-Hydroxybutyrate 0.00118536706739811 2.92614714276762 0.00746781252460812

Showing 1 to 10 of 40 entries Previous m 23 4 Next

e Plot: The negative base 10 logarithm of the p-value is represented on the y axis and the
variables on the x axis.
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nl ANALYSIS REsuLTS
T-TEST ANALYSIS
e Numerical Results ‘ « Plot l

T-Test Analysis Plot

& Download Plot & Download HTML Report w/ Plot ¥ save HTML Report w/ Plot

P-value threshold: 0.05

-og10fp)

L e e e L s B e e s B B . B S B B e B B B e B B L
2Aminobutyrate  3indoxylsulfate  Alanine  Betaine Creathine Formate  Glucose  Glycine Histidine N.N-Dimethylglycine: Serine  Taurine Tryptophan  Valine  myo-Inositol

Compounds

One-Way ANOVA
For results of this type, options used that can be consulted are:

e Analysis Name;

e Name of the dataset used;

e Variable used;

o If tukeyHSD was performed or not.

Ll AnALYSIS RESULTS
ONE-WAY ANOVA
@ ¥ Namerical Reslts

processed_data_OneWay_ANOVA processed_data Seasons TRUE
ANOVA result Dataset Variable used With TuckeyHSD?

Figure 2.45: Layout of the dropdown menu of the options for one-way ANOVA analysis.

As regards to the actual results, at the right of the options button, there are two buttons, which
allow the user to see the two different types of results obtained, shown below these buttons.
e Numerical results: consists on a table with the p-value, logarithm of p-value, corrected
p-value (FDR method) and the result of tukeyHSD, if it was performed, for each variable
tested;

[l ANALYSIS RESULTS
ONE-WAY ANOVA
e ‘ + Numerical Results ‘ Plot

©One-Way ANOVA

& Downloadcsv & Download HTML Report Msavecsv M save HTML Report

Show| 20 v | entries Search: |
pualues logs fdr - tukey

401 0.00135904785887359 2866765249317 01

405 0.00140294270373201 285296006522334 01

454 0.00290818375800249 253637815532033 01

3 0003531587148129 245203007229982 0.116798494741958  Summer-Spring

653 0.00454101347467611 234284720040298 01

303 0.0052075894602558 228336326064825 0.116798494741958  Summer-Spring

609 0.00566123071423697 2.2470891457905 0.1 ; pring

722 0.00582527690648485 2.2346634254779 01

692 0.00607622226981282 221636634791201 (3

408 0.0090765716968284 204207815745893 0.145368094974038  Spring-Autumn; Summer-Autumn

Showing 1t0 10 o 173 entres peioss [1]2 3 4 s L wm ne
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e Plot: The negative base 10 logarithm of the p-value is represented on the y axis and the
variables on the x axis. The plot can be personalized through the following available changes:
P-value Treshold: defaults to 0.01;
Reverse the x-axis: only available for datasets whose type is not concentrations.

ANALYSIS RESuULTS

ONE-WAY ANOVA

% Numerical Results ‘  Plot

One-Way ANOVA Plot

& Download Plot & Download HTML Report wy/ Plot I8 save HTML Report wj Plot
P-value threshold

0oL < Reverse x-axis

-log10(p)

Multi-factor ANOVA

For results of this type, options used that can be consulted are:
e Analysis Name;
e Name of the dataset used;
e Formula used.

lnl ANALYSIS RESuULTS

MULTIFACTOR ANOVA

 Numerical Results.

OriginalData Type*Time_point
Dataset Formula used

Shaw| 10 v | antriec Search: |

Figure 2.46: Layout of the dropdown menu of the options for Multi-factor ANOVA.

As regards to the actual results, the numerical results are available, in the form of a table, where
each line corresponds to the different results obtained for each data variable on the dataset. The
following information is given in the table’s columns:

e Variables’ combination (Var): if formula variableA*variableB is chosen, for each metabolite,
there will be results for variableA, variableB, variable A and variableB, and Residuals;
Degrees of Freedom (DF);

Sum of Squares (Sum sq);
Mean Squares (Mean Sq);
F-Value (F value);

P-Value (Pr(>F));

Explained Variability (Var Exp);
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lml ANALYSIS RESULTS

MULTIFACTOR ANOVA

% ‘  Numerical Results

Multifactor ANOVA

& DownloadCSV & Download HTML Report Bisavecsy M save HTML Report

show | 10 v |entries search: |
var of sum sq Mean sq F value Pr(>F) Var Exp

2-Methyl-1,3-thiazolidine-2-carboxamide Type 3 2.70263706821741 1 0.0442:

2-Methyl-1,3-thiazolidine-2-carboxamide Time_point 1 0422972819508155 0. 0302556273621839 1 0.00691974222617732

2-Methyl-1,3-thiazolidine-2-carboxamide TypeTime_point 3 0.2273407358700: 0.162618879310647 0.0111577331959012

2-Methyl-1,3-thiazolidine-2-carboxamide Residuals a1 57.3178846772477 139799718724994 0.93770797702207

Unknown 57 Type 3 2.70263706821741 1 0.142206217803488

Unknown 57 Time_point 1 0.422972819508155 0.302556273621839 1 0.

Unknown 57 TypeTime_point 3 0,682022207610068 0227240735670023 0.162618379310647 0. 7

Unknown 57 Residuals a1 57.3178846772477 139799718724994 0.T72472740774386

Unknown 14 Type 3 7200445312706 2.90668151042353 00 4 0.1504

Unknown 14 Time_point 1 0.179410957906486 0.173410957906486 0.15529216399505 0.695570634219919 0.250086680856181
Showing 110 10 of 844 entries Previous E 2 3 4 5 .. 8  Nem

Figure 2.47: Layout of the results for Multi-factor ANOVA.

Kruskal-Wallis Test

For results of this type, options used that can be consulted are:

e Analysis Name;

e Name of the dataset used;
e Variable used;

e P-value treshold chosen.

inl ANALYSIS RESULTS

KRUSKAL-WALLIS TEST ANALYSIS

Numerical Results ‘  Plot ‘
o=__Data_Kruskal-Wallis OriginalData Type 0.05
Kruskal-Wallis Test result Dataset Variable used P-value threshold

| * |

Figure 2.48: Layout of the dropdown menu of the options for Kruskal-Wallis Test.

As regards to the actual results, at the right of the options button, there are two buttons, which
allow the user to see the two different types of results obtained, shown below these buttons.

e Numerical results: consists on a table with the p-value, logarithm of p-value and corrected
p-value (FDR method);



2.9 Visualization of Results 67

lnl ANALYSIS RESULTS

KRUSKAL-WALLIS TEST ANALYSIS

e l + Numerical Results

Kruskal-Wallis Test
& DownloadCSV & Download HTML Report.

Show | 10 ™ | entries

Plot

B save csv

Search: |

[ Save HTML Report

pwalue -log10 fdr
Gamma-Aminobutyric acid 225700778674049e8. 7.64646694259145 0.00000265338750348353
Erythritol 4.88511858638424e-8 7.21112488930709 0.00000265338750348353
Hydroxyproline 533179269379662e8 7.27312674479652 0.00000265338750348353
2{a-Methyl-1-piperazinyljethanamine 5.48142137498544 8 7.26110681099168 0.00000265338750348353
unknown 2091 6.26764811252021e.8 7.20151177152765 0.00000265338750348353
Unknown 837 9.96702654801493e-8 7.00056379565876 0.00000324180859670114
Unknown 1518 1.28601915099423e-7 6.8907525639863 0.00000324180859670114
NA201002 (classified unknown) 131190078704282e-7 6.86209900739104 0.00000324180859670114
Guanosine monophosphate 138276196067821e-7 6.8592525762621 0.00000324180859670114
Unknown 914 1.86586120350179e-T 6.7291206654101 0.00000393696713938878
Showing 1 to 10 of 122 entries Previous E 2 3 4 s 13 Next

e Plot: The negative base 10 logarithm of the p-value is represented on the y axis and the

variables on the x axis.

nl ANALYSIS RESULTS

KRUSKAL-WALLIS TEST ANALYSIS

e Numerical Results ‘ +Plot
Kruskal-Wallis Test Plot
& Download Plot & Download HTML Report w/ Plot M save HTML Report w/ Plot
P-value threshold: 0,05
. .
~ K .
° ¢ . : s . . -
© . .
. . -
. . .
g ° . . . .
= . " o
R . . . ‘ . DI .
T . . . . ® . . .
. L . .
o .
. . . .
. . . - . . .
& . S .. . . . . .
. . . . . . .
. . . . . - o o* .
R o e R R R R R R R R R
Unknown 14 L-valine L-Leucine Unknown 837 Glycine3 Unknown 1173 L-Glutamate Unknown 2091  Unknown 1821  Unknown 2445  Unknown 3390 Cholesterol L-Malic acid  Unknown 2804

Kolmogorov-Smirnov Test

For results of this type, options used that can be consulted are:

e Analysis Name;

e Name of the dataset used;
e Variable used;

e P-value treshold chosen.

Compounds

nl ANALYSIS RESULTS
KOLMOGOROV-SMIRNOV TEST ANALYSIS

+ Numerical Results

OriginalData_Komolgorov-Smirnov
Kruskal-Wallis Test result

Plot

OriginalData Type 0.05
Dataset Variable used P-value threshold

Figure 2.49: Layout of the dropdown menu of the options for Kolmogorov-Smirnov Test.
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As regards to the actual results, at the right of the options button, there are two buttons, which
allow the user to see the two different types of results obtained, shown below these buttons.

e Numerical results: consists on a table with the p-value, logarithm of p-value and corrected
p-value (FDR method);

Ll ANALYSIS RESULTS
KOLMOGOROV-SMIRNOV TEST ANALYSIS
% + Numerical Results. Plot

Kolmogorov-Smirnov Test

& Download Csv & Download HTML Report M savecsv M save HTML Report
Show| 10 v |entries Search: \ \
pualue -log10 fdr
Unknown 1165 0.000221471891952429 3.65468138431477 0.0467305692019626
4-Hydroxy-L-proline 0.000620249315901544 3.20743370605672 0.0654363028276129
L-Threonine 0.00143124609943834 2.84428568389313 0.0750660415099793
Erythronic acid 0.00143124609943834 2.84428568389313 0.0750660415099793
L-Glutamate 3 0.00236322030372382 2.62649579075363 0.0750660415099793
Glycerol-3-phosphate 0.00307116224736359 2.51269723947571 0.0750660415099793
Glycine. 0.00355763229905115 2.44883894066616. 0.0750660415099793
L-Proline 4 0.00355763229905115 2.44883894066616 0.0750660415099793
Unknown 2091 0.00355763229905115 2/44883894066616 0.0750660415099793
Oxalic acid, allyl octadecyl ester 0.00355763229905115 2.44883894066616 0.0750660415099793
Showing 1 to 10 of 211 entries. Previous \I| 2 3 4 5 22 Next

e Plot: The negative base 10 logarithm of the p-value is represented on the y axis and the
variables on the x axis.

[nl ANALYSIS RESULTS

KOLMOGOROV-SMIRNOV TEST ANALYSIS

9 Numerical Results ‘ + Plot

Kolmogorov-Smirnov Test Plot

& DownloadPlot & Download HTML Report w/ Plot B Save HTML Report w/ Plot
P-yvalue threshold: 0.05

-log10(p)
2
L
.
.
.

o

LA N NN LR LN LR O LN LR LN RSN RN LR LN L RN LR LR L LR A LR LR e R R
2Methyl-1 34hiazolidine-2-carboxamide  L-Lacticacid Unknown 658 LValine2 LProline3 N-Decane  Eryiritol  L-Proline4 Unknown2498 D-Glucose Stearicacid Unknown 3447 Boricacid  L-Malic acid

Gompounds

Fold Change Analysis

For results of this type, options used that can be consulted are:

Analysis Name;

Name of the dataset used;

Variable used;

Metadata variable class chosen as the reference value.
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lnl ANALYSIS RESULTS
FoLD CHANGE ANALYSIS
 Numerical Results. Plot

OriginalData names In14Ap11
Dataset Metadata variable Metadata variable class

Figure 2.50: Layout of the dropdown menu of the options for Fold change Analysis.

OniginalData_Fold_Change

Correlation result

As regards to the actual results, at the right of the options button, there are two buttons, which
allow the user to see the two different types of results obtained, shown below these buttons.
For the Numerical Results, there is a tabset panel with two tab panels:
o Fold Change Analysis: Table with the results of the fold change for all variables. Each line is
represented by a data variable, and has information on the fold change value and the base
two logarithm of the respective fold change value;

+ Numerical Results Plot

Fold Change Analysis  Fold Change Analysis On Two Variables
& Download CSV & Download HTML Report Fisavecsy M Save HTML Report

show| 10 v entries search: \ ‘|

FoldChange log2(Fc)

304 12841.9814814815 13.6485802029562
303 12723.462962963 13.6352037639726
302 12516.4814814815 13.6115414416098
301 12340.6975308642 135911363215147
300 12240.5308641575 135793785077219
299 12190.0555555556 135734170805315
298 11934.0617283951 13.5427975238491
297 11773.462962963 13.5232511064405
296 11669.1419753086 13.5104108640329
295 115205 13.4919157119431

Showing 1 to 10 of 521 entries Frevious E 2 3 4 5 .. 53 Next

e Fold Change Analysis on Two Variables: This tabpanel is only present when this type of
analysis is chosen. It contains a table with the values of the fold change and the base two
logarithm of the respective fold change value for each group in the metadata variable chosen.

+ Numerical Results Plot
Fold Change Analysis Fold Change Analysis On Two Variables
& Download Csv & Download HTML Report Bsavecsy B save HTML Report

Variables used: 280 and 281

Show| 10 ™ | entries search: [ )
FoldChange log2(FC)

VeJ1411 0

VeJ1434 0.443631039531479 -1.17256778481714
VelJ1412 0.727272727272727 -0.459431618637297
VeJ1433 0.761045426260112 -0.393945525147707
MveJ145 0.860262008733624 -0.217151968640568
Vel1414 0.861324419550095 -0.215371360957217
MVeJ143 0.896883801217407 -0.157007010820281
VeF141 1.0793982448809 0.110227246579501
VeF143 1.0780412371134 0.108412364956039
VeF146 1.07491567548376 0.104223488342143

Showing 1 to 10 of 54 entries Previous 2 3 4 5 6 Next
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For the Plot Results, the base 2 logarithm of the fold change value is represented on the y axis
and the variables on the x axis. The point below the threshold value are colored in grey and the
other ones in blue. This threshold can be chosen in the numerical input present at the top of the
plot.

Numerical | Results + Plot

Fold Change Analysis Plot

& Download Plot & Download HTML Report w/ Plot [ save HTML Report w/ Plot

Choose afold change threshold:

2

o/ —

Log2FoldChange

280 300 338 367 396 425 454 483 512 541 570 509 628 657 686 715 744 773

Results/Reports available to download/save
All tables present in the Univariate Results can be downloaded or saved (if logged in) in the CSV

format.

For each of the T-test, one-way and multi-factor ANOVA, Kolmogorov-Smirnov, Kruskal-
Wallis and Fold change analyses there are HTML reports. With exception for multi-factor ANOVA,
which does not have any results in form of a plot, the users can choose to download or save (if
logged in) a report with or without the plot result.

For fold change analysis reports, they may or may not contain the results on the fold change
analysis on two variables, according to if this type analysis was done or not.

PCA
The layout of the results for both normal and robust PCA is the same.
For results of this type, options used that can be consulted are:
e Analysis Name;
e Name of the dataset used;
o If the dataset was scaled and/or centered

[inl ANALYSIS RESULTS
NoRrRMAL PCA
—

OriginalData_PCA
PCAresult

Figure 2.51: Layout of the dropdown menu of the options for PCA Analysis.
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As regards to the actual results, at the right of the options button, there are three buttons, which
allow the user to see the numerical results, set the options to make the plots and visualize the plots:

il ANALYSIS RESULTS

% + Numerical Results Make plots Visualize plots
ComponentImportance  ScoresMatrix  Variable Loadings
& Download CSV & Download HTML Report Bisavecsv M Save HTML Report

(The Report includes results from all three tabs)

show 10 v |entries Search:

PC1 P2 PC3  PC4 PCs  PC6  PCT  PC8  PC9  PClO  PCIl PC12  PCI3 . PC14 PCIS  PCI6  PCI7 PCIS  PCI9  PC20  PC2L

o
SO gpn dew s wew deso L s la7 daws L Lo oW G 0o oe  osens osws osm  ome o
comtaive

Showing 1 to 3 of 3 entries. Previous 1 Next

Each one of these sections is detailed below.

Numerical Results
In the numerical results, there is a tabset panel with tabs with the following results:
e Component Importance: It contains a table with information on the standard deviation,
proportion of variance and and cumulative proportion of the importance of each component;

Component Importance ScoresMatrix  Variable Loadings
& Download C5V & Download HTML Report M savecsy M3 Save HTML Report
(The Report includes results from all three tabs)

Show | 10 * |entries Search: |

PC1 PC2 PC3 Pca PC5 PC6 PCT Pcs PC9 PC10 PC11 PC12 PC13 PCla PC15 PC16 Pc17 PC18 PC19 PC20 Pc21
Standard
o 50467 22701 18331 17473 16591 16130 14730 13640 12427 12065 11584 10550 10362 03914 09677 08955 0.8679 08304 08133 07392 07211
eviation
Proportion
ofvariance 04043 00818 00533 00485 00437 00413 00344 00295 00245 00231 00213 0077 00170 00156 009 00127 00120 0010 00105 00087 00082
Cumulative
—— 04043 04861 05394 05879 06316 06729 07073 07368 07614 07844 08058 08234 08405 08561 08709 08837  0.8956 09066 09171 09257 09340
roportion
Showing 1 to 3 of 3 entries Previous

e Scores Matrix: Table with the scores of each sample for each component. The samples are
represented in the lines and the components in the columns;

Component Importance ScoresMatrix  Variable Loadings

& Downlead CSV | & Download HTML Report M savecsy M save HTML Report
(The Report includes results from all three tabs)
show| 10 v entries Search: | ]
PCL Pc2 =] Pca PCs PC6 Pt P8 PCY PCl0  PCIL PC12  PCI3 PCI4 - PCIS PCI6 . PCI7 - PCI8 . PC19 PC20

PIF_178 79091 01255  -3.3778 17330 34483 -0.9633 -20056 -12686 15832 54839 33659 35471 02901 -0.5361 -0.8336 L1377 05362 01056 04411 L7075
PIF_087 85440 42522 52651 07598 02739 -21039 -02133 01091 38523 03312  -42132 25270 13234 00552 -27021 -15730 -15565 11693 01112  -0.1682
PIF_090 47248 51954 13554 38335 27352 47710 02194 04996 39372 44380 38349 06485 25548 02527 14893 08446 03938 00463 00140  0.0338

METL_005V1 ~ 199003 -148168 15002 16139 -0.7822 -14428 37012 -0.2314 -0.1943 23887 07567 -05414 05545 04076 07358 0.283 01921 01807 00782  -0.1535
PIF_115 51409 18815 126668 -2.8727 00621 -0.3842 08974 09096 -17984 -L6907 27906 06497 01462 06264 07552 L7772 05544 05036 01904 05065
PIF_110 34887 08830  -0.9033 17287 -11218 04463 -10588 -0.0187 -0.6567 0.381 01524 07558  -0.3361 11595  -15092 -05173 01312 01044 26570 09017
METL_019_V1 06462  -L08T4  0.6228 02436 03448 -12221 -12046 -0.2194 00771 04120 02000 08711 02717 05225 08377 03660 -L0446 05913  0.6828  -0.8259
NETCR_014 V1 -52798 -0.5608  -0.1061 -0.5163 -03540 -0.1692 04656 0266 03696 01148  -0.1451 01566 -0.0415 00522 00114 00466 02731 02139 0219  0.0921
METCR_014 V2 29245 02399 02659 -0.0139 00720 05659 06808 02072 03085 00277 02947 04718 05331 01858 00511 02771 08995 06869 00014 0.765

PIF_154 61516  -2.2956 00432 00905 23207 -3.5568 50535 -L7274 32006 -0.8437 22282 43186 L1339 05496 08941 04502 13544 07209 -10632 02056

showing 1 to 10 of 77 entries Previous \I’ 2 3 4 5 .8 Next
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e Variable Loadings: Table with the loadings value of each variable for each component. The
variables are represented in the lines and the components in the columns.

Component Importance Scores Matrix Variable Loadings
& Download €SV & Download HTML Report K save s B save HTML Report
{The Report includes results from all three tabs)
Show | 10 ~ |entries Search:
PC1 PC2 Pc3 PCa PCS PCE PcT Pc8 PCa PCI0  PCIL PCL2 PC13 . PCl4 PCIS PCI6  PCIT  PCl8 PC19 P

16-Anhydro-beta-
00768 00666 -0.0834 00628 01717 01555 01510 02212 03266 02115 01673 01785 00767 00050 01708 01723 02902 01706  -0.0269 02

D-glucose
1-Methylnicotinamide 0.0645  0.1455 0.0380 0.1447 0.1514 -0.0623  0.0330 04676 -0.1294 0.1647 01724 -0.1008 0.1060 -0.1180 0.0992 0.0608 -0.1750 -0.0716 -0.0230 0.0
2-Aminobutyrate 01106 -02076 0.0244 0.0652 -0.0882 0.0473 0.0666 0.0303 -0.1689  0.0905 -0.0153 -02133 0.0009 02193 0.0067 -0.3107 0.0214 0.0682 -0.1892 0L

2-Hydroxyisobutyrate 01420 00278 00778 00324 00638 02184 -0.1511 -0.0847 -02035 00092  -0.0339 02060  -0.0807 00643  -00708 -0.1066 01169 01066 01084 0.0

2-Oxoglutarate 00883 01423 00305 -0.0471 03613 02270 01099 00133 01624 01235 00489 00779 00588 0.317 00279 01400 01312 00361  -0.1026 O.L
3-Aminoisobutyrate 00898 00775 -0.1217 01081 01820 -0.0434 -0.0472 -0.0546 00724 03966 02560  -03217 00536 00204 01102 01987  -0.1040 -0.0655 -0.0192 0.0
3-Hydroxybutyrate 01592 0481 00856 00363 00181 00285 0372 00299 00430 -0.0918 00446 00553 02025 -0.0893 01131 00777 00583 00377 -0.1104 -0
3-Hydroxyisovalerate 01314 02046 00331 -0.1772 00166 -01551 00723 00586 -0.0587 01418  -0.1094 00340  -0.0106 -0.0446 -00464 00783 00759  -0.0684 00736 0.0
3-Indoxylsulfate 01196 01329 -0.0656 01327 -0.1112 00779 01744 00103 -0.1323 -0.0401 -0.0101 -01027 -0.0814 -0.1561 02479  -0.1863 01656  -0.2838 -0.0443 0.1

4-Hydroxyphenylacetate 01116 01028 00370 00515 00034 01287 00524 01392 00377 -0.0374 03478 -02546 04117 00766 00800 00536 00755 01322 00837 -0

Showing 1 to 10 of 63 entries Previous 1 2 3 4 s 6 7 Next

o Component Order: only present when the results come from a robust PCA, it contains the
order of the components

Component Importance ScoresMatrix  Variable Loadings Component order

& Download HTML Report 3 save HTML Report
The Report includes results from all four tabs)

[11 1 2 3 4 8 8 7 5 610

Make plots and Visualize plots

The user is able to obtain more than one different plot for each type of plot. After setting the options
for a plot and click in the button "Plot" so that the website can construct the plot, in the section
Make plots, in the section Visualize plots the users are able to see the plots constructed, by choosing
the one to see in the input located below the download buttons. After choosing the plot to display,
the plot appears below.

For each type of plot, the options to set are:

Scree - Shows the individual and cumulative percentages of the explained variance of each
principal component:

Give a name to the plot;

Number of components to show on the xx-axis;

Relative font size of legend: if 0.8, it will be 80% of the normal size;

Legend position in the plot: "Bottom right", "Bottom", "Bottom left", "Left", "Top Left",
"Top", "Top right", "Right", or "Center";

Color of the line that represents the individual percent;

e Color of the line that represents the cumulative percent.
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Numerical Results + Make plots. Visualize plots
Scree K-means Pairs Pairs Scores Plot 3D Scores Plot 2D K-means Plot 2D Biplot PLoT Type
Give a name to the plot:
scree plot
Number of components: Relative font size of legend: Legend position (colors of each class on the metadata variable)
59 ° 08 3 Right -
"Individual percent" color "Cumulative percent" color

I

Your plot will be displayed in the corresponding "nalysis results” tab for the selected PCA result

(a)

Numerical Results Make plots  visualize plots

PCA Analysis Plots

& pownleadPlot & Download HTML Report w/ Plot
Select plot to display:

scree plot v

Number of components: 59 | Relative font size of legend: 0.8 | Legend postion: right

Y -
H [ —
8 . cumane paent
5
e o

2

s |

]

o S

L B B B e e e B e L R s s s s B
PC1 PC3 PCs5 PC7 PC9 PC11 PCI3 PC15 PC17 PC19 PC21 PC23 PC25 PC27 PC28 PC31 PC33 PC35 PC37 PC39 PC41 PC43 PC45 PC4T PCAS PC51 PC53 PC55 PCE7 PCS9

Principal components.

(b)

Figure 2.52: Layouts of the (a) screeplot options in the Make plot section and (b) Visualize plots
section when a scree plot is selected, on the PCA analysis results page.
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K-means Pairs - Shows the pairs plot of the scores of the defined principal components, using
the K-means results for coloring the points according to the cluster they belong:

e Name of the plot;

e Number of clusters for the K-means clustering;

e Number of components to show on the plot.

Numerical Results |  Make plots. Visualize plots
Scree K-means Pairs Pairs Scores Plot 3D Scores Plot 2D K-means Plot 2D Biplot PLoT TyPE
Give a name to the plot:
K-means pairs plot
Number of clusters: Number of components:
2 z 2 3

Your plot will be displayed in the corresponding "Analysis results” tab for the selected PCA result.

(a)

Numerical Results Make plots

+ Visualize plots.

PCA Analysis Plots

& Download Plot & Download HTML Report w/ Plot B3 Save HTML Report wy/ Plot
Select plot to display:

K-means pairs plot -

Number of clusters: 2| Number of components: 2
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(b)

Figure 2.53: Layouts of the (a) k-means pairs plot options in the Make plot section and (b) Visualize
plots section when a k-means pairs plot is selected, on the PCA analysis results page.
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Pairs - Shows the pairs plot of the scores of the defined principal components, for a chosen
variable
e Name of the plot;
e Metadata variable to plot: the plot will be also coloured according to the classes of the
metadata variable chosen;
e Number of components to show on the plot;
e Font size of the correlations values.

Numerical Results. ‘  Make plots Visualize plots
Scree K-means Pairs Pairs Scores Plot 3D Scores Plot 2D K-means Plot 2D Biplot PLoT TYPE
Give a name to the plot:
Pairs plot
Select the metadata variable to plot: Number of components: Font size of the correlations values:
seasons A 5 5 5 :

Your plot will be displayed in the corresponding "Analysis results” tab for the selected PCA result.

(a)

Numerical Results Make plots + Visualize plots
PCA Analysis Plots
& Download Plot & Download HTML Report w/ Plot 3 save HTML Report w/ Plot
Select plot to display:
Pairs plot -

Variable used; seasons | Number of compenents:5 | Font size; 5
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Figure 2.54: Layouts of the (a) pairs plot options in the Make plot section and (b) Visualize plots
section when a pairs plot is selected, on the PCA analysis results page.
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Scores Plot 3D - Shows the scores of three different principal components

e Name of the plot;

e Metadata varianle to plot: the plot will be coloured according to the classes of the metadata

variable chosen;
e Give the three components to plot.

Numerical Results ‘ + Make plots Visualize plots
Scree K-means Pairs Pairs Scores Plot 3D Scores Plot 2D K-means Plot 2D Biplot PLoT TyPE
Give aname to the plot:
Scores 3D plot
Metadata variable to plot: First component: Second component: Third component:
Muscleloss hd 1 5 2 5 3 3
Your plot will be displayed in the corresponding "Analysis results” tab for the selected PCA result
(@)
Numerical Results Make plots # visualize plots
PCA Analysis Plots
& Download Plot & Download HTML Report w/ Plot 3 Save HTML Report wj/ Plot
Select plot to display:
Scores 3D plot A
Variable used: Muscle.loss | First ¢ 1| second 2| Third c 3
/ /
/ /
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(b)

Figure 2.55: Layouts of the (a) scores plot 3D options in the Make plot section and (b) Visualize
plots section when a scores plot 3D is selected, on the PCA analysis results page.
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Scores Plot 2D - Shows the scores of two different principal components

e Name of the plot;

e Metadata variable to plot: the plot will be also coloured according to the classes of the
metadata variable chosen;

e Give the two components to plot;

e Legend position in the plot: "Bottom right", "Bottom", "Bottom left", "Left", "Top Left",
"Top", "Top right", "Right", or "Center";

e Color palette: to color the data points according to the classes of the metadata variables
chosen;

o If ellipses should be drawn on each class of the metadata’s variable chosen;

o If samples’ names should be shown in the plot (each point corresponds to a sample);

o If the plot should be black and white instead of colored. If this options is chosen, no ellipses
will be drawn, as they can only be distinguished by the color.

Numerical Results + Make plots Visualize plots
Scree K-means Pairs Pairs Scores Plot 3D Scores Plot 2D K-means Plot 2D Biplot PLoT TYPE
Give aname to the plot:
Scores 2D plot
Metadata variable to plot: First component: Second component:
seasons v 1 S 2 g

Legend position (colors of each class on the

metadata variable) Color palette
Right v LA - .- show ellipses? Show samples names on the plot? Black and white plot?
Your plot will be displayed in the corresponding "Analysis results” tab for the selected PCA result
()
Numerical Results Make plots  Visualize plots
PCA Analysis Plots
& Download Plot & Download HTML Report w/ Plot &} save HTML Report wy Plot

selectplot to display:

Scores 2D plot -

Variable used: seasons | First component: 1| Second component: 2 | With ellipses: TRUE | With samples names: FALSE
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Figure 2.56: Layouts of the (a) scores plot 2D options in the Make plot section and (b) Visualize
plots section when a scores plot 2D is selected, on the PCA analysis results page.
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K-means Plot 2D - Shows the scores of two different principal components, using the K-means
results for coloring the points according to the cluster they belong:

e Name of the plot;

e Number of clusters for the K-means clustering;

o Give the two plots to show;

e Legend position in the plot: "Bottom right", "Bottom", "Bottom left", "Left", "Top Left",
"Top", "Top right", "Right", or "Center";
Color palette: to color the data points according to the clusters of the k-means;
If ellipses should be drawn on each class of the metadata’s variable chosen;
If samples’ names should be shown in the plot (each point corresponds to a sample);
If the plot should be black and white instead of colored. If this options is chosen, no ellipses
will be drawn, as they can only be distinguished by the color.

Numerical Results + Make plots Visualize plots
Scree K-means Pairs Pairs Scores Plot 3D Scores Plot 2D K-means Plot 2D Biplot PLoT TyPE
Give aname to the plot:
K-means 2D plot
Number of clusters: First component: Second component:
3 5 1 5 2 3

Legend position (colors of each class on the
metadata variable)

Right hd B3 show ellipses? B3 show samples names on the plot? Black and white plot?
Your plot will be displayed in the corresponding "Analysis results™ tab for the sel

(a)

Numerical Results Make plots + Visualize plots

PCA Analysis Plots

L Download Plot & Download HTML Report w/ Plot % save HTML Report
select plot to display:

K-means 2D plot -

Number of clusters: 3| First component: 1| Second component: 2| With ellipses: TRUE | With samples names: TRUE
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Figure 2.57: Layouts of the (a) K-means plot 2D options in the Make plot section and (b) Visualize
plots section when a K-means plot 2D is selected, on the PCA analysis results page.
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Biplot - displays the samples as points, while the variables are displayed either as vectors, linear
axes or nonlinear trajectories, considering the first and second PCs as axes

e Name of the plot;

o Relative font size of the samples names in the plot: if 0.8, it will be 80% of the normal size;

e Relative font size of legend: if 0.8, it will be 80% of the normal size;

e Legend position in the plot: "Bottom right", "Bottom", "Bottom left", "Left", "Top Left",
"Top", "Top right", "Right", or "Center";

e Metadata variable to plot: the data points will be coloured according to the classes of the
metadata variable chosen.

Numerical Results  Make plots Visualize plots
Scree K-means Pairs Pairs ScoresPlot 3D Scores Plot 2D K-means Plot 2D Biplot PLOT TYPE
Give aname to the plot:
Biplot
Relative font size of samples' names in the Legend position (colors of each class on the
biplot: Relative font size of legend: metadata variable) Metadata variable by which to color the plot:
08 < 08 < Top Right - seasons -
Your plot will be displayed in the corresponding "Analysis results” tab for the selected PCA result
(a)
Numerical Results Make plots  Visualize plots
PCA Analysis Plots
& Download Plot & pownload HTML Report w/ Plot M3 save HTML Report wj Plot
Select plot to display:
Biplot A

Metadata's variable colors used: seasons

(b)

Figure 2.58: Layouts of the (a) Biplot options in the Make plot section and (b) Visualize plots
section when a Biplot is selected, on the PCA analysis results page.
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Results/Reports available to download/save
All tables in the PCA results can be downloaded or saved (if logged in) in the CSV format.
All the numerical results can be downloaded in the form of an HTML report.

Componentimportance  ScoresMatrix  Variable Loadings

& Download CsV, M savec

(The Report includes results from all three tabs)
Show| 10 V entries Search:

PC1 P2 PC3 pPea Pcs PC6 PcT P8 PCO PCI0 PCLL PC12 PC13 PC14 PCis PCi6 Pt PC18  PCLY PC20 Pc21

standard

(e 50467 22701 1.8331 L7473 16591 16130 14730 13640 12427 1.2065 11584 10550 1.0362 09914 0.9677 0.8955 0.8679 0.8304 0.8133 0.7392 07211

Proportion

of Variance 04043  0.0818 0.0533 0.0485 0.0437 00413 00344 00295 0.0245 0.0231 0.0213 0.0177 0.0170 0.0156 0.0149 0.0127 0.0120 0.0110 0.0105 0.0087 0.0082

Cumulative

Proportion 04043 04861 05394 05879 06316 06729 07073 07368 07614 0.7844 0.8058 08234 0.8405 0.8561 0.8709 0.8837 0.8956 0.9066 0.9171 0.9257 0.9340

Showing 1 to 3 of 3 entries Previous ‘ 1 ‘ Next
PCA Report

## Report generated on 2018-02-08 15:08:36 using WEBSPECHINE
Component Importance

Dataset .
OrginalData PCi . Pc2 PC3. PCc4 PGS PC6. PCT  PCB. PCO PCI0. PCif . PCi2 P
Summary Sonderd  sose7 22701 18331 17473 16591 16130 14730 19640 12627 12065 11584 10550 10

The dataset you submited has the following characteristics:
Proportion

04043 00818 00533 00485 00437 00413 00344 00205 00245 00231 00213 00177 00
of Variance

## Dataset sunnary:
## Valid dataset -

## Description: e 04043 0481 05394 05879 06316 06720 07073 07368 07614 07844 08058 08234 08
# Type of data: concentrations Reoron

## Number of samples: 77
## Nunber of data points 63 Showing 10 3 f 3 entries
## Number of metadata variables: 1

## Label of x-axis values: Compounds
## Label of data points: Concentrations
## Nunber of missing values in data

Scores Matrix

## Mean of data values: 347.3735 Search:

## Median of data values: 51.42

## Standard deviation: 1500.838 PCt pc2 PCZ - PC4  PCS  PC6 PC7  PC8  PCI  PCI0  PCI

## Range of values: ©.79 33860.35

## Quantiles: PIF_178 79091 01255 33778 17330 -34483 -0.9633 -20056 -1.2686 1.5832 54839 3.3659

# o 25% s0% 75%  lees

079 17.46  Sl.42  160.77 33360.35 PIF_087 85440 42522 52651 07598 -0.2739 21039 -02133 01091 38523 03312 42192
PIF_000 47248 51954 13554 38335 27352 47710 02194 0499 39372 44380 3.8349

Metadata variables:

NETL005.Vi ~ 19.9003 -148168 15002 16139 -0.7822 -14428 87012 -02314 -0.1943 23887  0.7567
## (1] "Muscle. loss’

PIF_115 51409 18815 126668 28727 -0.0621 -03842 -0.8974 09096 17984 -16907 27906
PCA Results PIF_110 34887 08830 09033 17287 -1.1218 04463 -10588 -00187 -06567 0.1381 0.1524
The summary of the PCA results is shown below: NETL019.VI 06462 -1.0874 -0.6228 02435 -0.3448 12221 -1.2046 -02184 00771 -04120 -02000
## Analysis name: OriginalData_PCA NETCR 014.Vi 52708 05608 -0.1061 -0.5163 -0.3540 -0.1692 04656 0.1266 03696 0.1148  -0.1451

## Dataset used: Originaldata
Showing 1 to 77 of 77 entries

## Variables scaled?: TRUE

- (©)
(b)

Variable Loadings
Search:

PC1 PC2 PC3 PC4 PC5 PC§ PC7 PC8 PC9 PC10 PC11

1.6-Anhydro-beta- 00768 00666 -0.08%4 00628 -0.4717 01555 -0.1510 02212 -0.3266 02115 -0.1¢
D-glucose

1-Methylnicotinamide 0.0845 0.1455 0.0380 0.1447 0.1514 -0.0623 0.0330 -04676 -0.1294 0.1647 -0.17
2-Aminobutyrate 0.106 -0.2076 00244 00852 -0.0882 00473 00666 00903 -0.1689 0.0905 -0.01

2-Hydroxyisobutyrate 0.1420 0.0278 00778 0.0824 0.0638 0.2184 -0.1911 -0.0847 -0.2035 0.0092  -0.0¢

2-Oxoglutarate 0.0883 -0.1423 -0.0305 -0.0471 03613 02270 0.1099 0.0133 0.1624 -0.1235 -0.0¢
3-Aminoisobutyrate 0.0898 -0.0775 -0.1217 0.1081 -0.1820 -0.0434 -0.0472 -0.0546 0.0724 -0.3966 0.25
3-Hydroxybutyrate 0.1592 -0.1481 00856 0.0363 -0.0181 0.0285 0.1372 00299 -0.0430 -0.0918 0.04
3-Hydroxyisovalerate 0.1314 02046 0.0331 -0.1772 00166 -0.1551 0.0723 0.0586 -0.0587 0.1418 -0.1C

Showing 1 to 63 of 63 entries
## End of report

(@

Figure 2.59: (a) A report on the numerical results on the PCA can be downloaded or saved (if
logged in) through the buttons (marked with the red rectangles) present at the top of the tab panel,
in the section "Numerical Results". An example of a report of this type is present at (b), (c), (d).

All plots generated can be downloaded or saved (if logged in) as image files.
Furthermore, an HTML report can be generated, containing the plots chosen from the ones
generated at the time:
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PCA Analysis Plots

& Download Plot

select plot to display:

Scree plot -

Numher of ramnnnents: 8211 egend ey valiie N8 1 aeend nastinn: richt

(@

PCA Report

Download Report ## Report generated on 2018-62-08 11:51:26 using WEBSPECMINE
Dataset
OrignaData

Add plots to the report: Summary

scree plot The datasetyou submited has the follwing charactrisics

## vatsser susmary
— - 22 valid dataset
[ K-means pairs plot ¥ bescription:
%% Type of data: _concentrations

- 22 numer of sangles: 77
Pairs plot ¥ lumer of data points 63

£2 tumber of netadata variables: 1
2% Label of x-axis values:  Canpounds

| Scores 3D plot s Label of data points: Concentrations

| Scores 2D plot 26 Hedion of data vaues: 53.62

## Standard deviation: 1500.838

— 22 range of values:  0.79 33850.35
[T K-means 2D plot #+ Quantites:
e v s 7 1
= om was sie 077 mase.s

Biplot
Metadata variabes:

PRt ———
& Download Report
PCA Results

The summary of the PCA resuls s shown below:

#2 Analysis name: OriginalData PCA
## Dataset used: Originalbata

## Variables scaled?: TRUE

(b) ()

PCA Results Variable Loadings
The summary of the PGA resuls is shown below: Search:
# Analysis nane: Originalbata PCA PC1i Pc2 PC3 . PG4 PCS . PCS . PC7T PGB PCY . PCIO  PCH
## Dataset used: Originaloata Uracil 01185 01268 01114 -0.0977 02087 00131 00641 01023 00985 02390 -001
44 Variables scaled?: TRUE Valine 01679 00761 01883 -0.0619 00140 00199 -0.0285 00860 -0.0348 00378 0.10
Xyose 00490 01237 00706 01676 0.1289 02574 00184 0039 02900 03386 027
## Variables centered? TRUE
cis-Aconitate 01661 0.1269 00593 -0.0671 00907 00320 02143 00314 00250 01182 002
Component Importance myo-inositol 00761 00352 02884 -0.0419 00983 00860 00511 -0.0670 01999 -0.1677 0.03
Search: rans-Aconitate 01224 01287 01497 00524 01064 -00545 00235 -0.1372 00241 -0.0361 -02i
PCi  Pc2  PC3 PC4  PCS  PCG PC7T  PCB PCY . PCIO PCH . PCI2 P piMethylhistcine 00652 00537 01331 01112 01540 00508 02662 01592 01776 02642 0.7
— tau-Methylhisidine 0119 00321 00775 00578 01801 01026 01843 00289 00744 01670 004
50467 22701 18331 17473 16591 16130 14730 13640 12427 12065 11584 10850 1.0
deviation
Showing 1 10 63 of 63 entries
Pioponon, 04043 00818 00533 00485 00437 00413 00344 00205 00245 00261 00213 00177 00
Plots
'E'“a’::"‘:‘;"’f 04043 04861 05394 05679 06316 06720 07078 07368 07614 07844 08058 08234 08
Showing 110 3 of 3 entries o
8 4 —
Scores Matrix ol
— g 4
Search: 8
PCt - Pc2 - PC3 . PG4 PC5  PC6 PCT  PCB . RGO PCI0 PG s o |
- cvidua porcen
NETL 002 VI 21406 00470 01875 -0.108¢ 05134 03697 03249 01900 01083 07176 06777 g .|/ A poree
& 24
NETL 002 V2 34618 08135 03379 03687 06654 26260 23678 06487 06070 24131 14864
PIF_190 45127 07988 02569 0477 03038 04069 05861 00204 -00318 01791 03301 &1
NETCR 009 V1 54225 02004 10331 12525 23017 17733 06564 20902 -0.1928 15769 -2.8853
°

NETCR009.V2 48420 09378 -00705 -03118 -0.2804 -0.2507 05657 -0.1478 04386 -0.0565 -0.4210 MO R G TE T TP LT T T T
PC1 PC7 PC13 PC20 PC27 PC34 PC41 PC48 PCSS PC62

(d) (e)

#8 [1] "Nusber of conponents: 63 | Legend cex value: 6.3 | Legend postion: right

# (1) "Pairs Plot”
# [1] "Variable used: Muscle.loss | Number of components: 5 | Font size: 5"

pot pe2 poa pes Pos o
-9.21e-"or:-9.97e-"or : 1.19-10r: 5.29e-1
p ).0188 70548 32,

141 0.0 ).0548 ).0992 3
0.556 0261 0.108 0.781 B ¢

02

:5.79e-10r : -6.46e-"or : 8.49e-1 _§
1| 0.0825  -0.025 === 3 2
7 -0.787 10,309 & o
. £ g

6 04

or:3.43e-15r: 2.03e-"
0.0293 - 0.0185 . 2
0.561 -0.385 -+

R =

# (1] “siplot
# [1] "Metadata’s variable colors used: 17

## End of report

] - (€9)
)

Figure 2.60: (a) A report on all the results on the PCA, inluding the plots, can be downloaded or
saved (if logged in) through the buttons (marked with the red rectangles) present at the top of the
tab panel, in the section "Visualize plots". (b) After cliking one of these buttons, a pop-up window
appears so that the user can specify which plots he wants to insert in the report. An example of a
report of this type is present at (¢), (d), (e), (f) and (g).
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2.9.3 Clustering Analysis
Hierarchical Clustering

For results of this type, options used that can be consulted are:

Analysis Name;

Name of the dataset used;

The distance measure used;

The agglomeration method;

If clustering was on samples or variables;

Metadata variable used to color the samples in the dendogram, in case the clustering was
done on samples.

Ll ANALYSIS RESULTS

HIERARCHICAL CLUSTERING

Numerical Results. + Dendrogram

_clustering asdw euclidean complete samples et
HCA result Dataset Distance measure Agglomeration method Analysis on

Figure 2.61: Layout of the dropdown menu of the options for Hierarchical Clustering Analysis.

As regards to the actual results, there are two buttons, which allow the user to access the
numerical results and the dendogram plot.

e Numerical Results: distance values (heights) between the formed clusters (or samples, in case
the distance is still between two samples, that form a cluster). The values are ordered from
lower to higher. The visual representation of this distances is observable in the dendogram
plot.

nl ANALYSIS RESULTS
HIERARCHICAL CLUSTERING

Hierarchical Clustering Analysis
& pownloadCcsV & Download HTML Report Msavecsy M save HTML Report

Heights

[4] 244.5360  292.9697 346.4199  394.0223 451.2250 504.4470 576.5671 674.3466 776.5954 788.,0529 24,3836 843.1993  893,5235
[14] 1023.8384 1024.2079 1066.3256 1060.4265 1100.7344 1104.7525 1386.5442 1304.7463 1420.7784 1451.0383 1564.7911 1708.0654 1733.7089
[27] 1758.0043 1825.3550 1846.1788 1880.2430 1882.7233 1015.3433 1053.7870 2001.8807 2171.9663 2208.0812 2277.0167 2299.1636 2309.8700
[40] 2340.5440 2395.4644 2445.2268 2448.1350 2706.7730 2748.2849 2811.4970 3009.5791 3065.9611 3098.0965 3220.0501 3201.5047 3561.6133
[53] 2698.1755 23710.1132 3742.2608 3756.5470 3022.8002 3067.0917 4205.6503 4370.5270 4010.8451 4942.0008 5214.2877 6413.9663 6690.0291
[66] 7631.0412 7805.7842 8310.4664 8832.2070 0115.2186 0278.0409 11765.9514 13487.5233 16310.5132 18885.0909 27710.6581

Figure 2.62: Layout of the dendogram section of the results for Hierarchical Clustering Analysis.

e Dendogram Plot: the dendogram plot is plotted in such a way so that no branches cross.
Also, when the clustering is on the samples, the following options can be set to personalize
the plot:

Select the metadata variables to color the leafs by: the names of the samples are coloured
according to the classes they belong to on the metadata variable chosen;

Relative font size of the samples’ names.

Name the leafs by the names of the respective samples:
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Numerical Results  Dendrogram ‘
Hierarchical Clustering Analysis Dendrogram
Select the metadata variable to color the leafs: Relative font size of samples names: Name the leafs by:
. 5 Qamesoltherespecthesompies [ |

(") Metadata value of the respective samples
& Download Dendrogram

Legend:
au
- sm

e
wi

1

: | Wﬁﬁﬁﬁeﬁﬁﬁﬁﬁfﬁﬁﬂ
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Or name the leafs by the metadata value of the respective samples. When this option is
selected, a select input appears to select the metadata variable:

Numerical Results. | + Dendrogram

Hierarchical Clustering Analysis Dendrogram

Select the metadata variable to color the leafs: Relative font size of samples names: Name the leafs by:

seasons - 08 z ) Names of the respective samples m

(© Metadata value of the respective samples
& Download Dendrogram

Select the metadata variable to name the leafs:

agroregions A
Legend:
= au
. sm
sp
- wi
@
-
«
o

K-means Clustering

For results of this type, options used that can be consulted are:
Analysis Name;

Name of the dataset used;

If clustering was on samples or variables;

Number of predefined clusters chosen.

[l ANALYSIS RESULTS

K-MEANS CLUSTERING

+ Numerical Results ‘ Plot

nalData_K-Means_Clustering OriginalData samples 2
K-means cluster result Dataset Analysis on Number of clusters

Figure 2.63: Layout of the dropdown menu of the options for K-means Clustering Analysis.
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As regards to the actual results, there are two buttons, which allow the user to access the
numerical results and the result’s plot:

Lnl ANALYSIS RESULTS

K-MEANS CLUSTERING

e  Numerical Results Plot

sample'scluster  Samplespercluster  Centers  Cluster Size
L Download €SV & Download HTML Report B savecsv M Save HTML Report
(Downloaded and/or saved files include results from all four tabs)
show| 10 - entries search: |
sample Cluster
kols 2
ko6 2
ko8 2
kol 1
ko21 1
ko22 1
w15 2
Wil 2
wtls 1
wt1g 1

Showing 1 to 10 of 12 entries Previous 2 Next

(shows to which cluster were samples assigned)

Figure 2.64: Layout of the results section for K-means Clustering Analysis.

Each one of these sections is detailed below.

Numerical Results
In the numerical results, there is a tabset panel with tabs with the following results:

e Sample’s cluster: It contains a table with the cluster to which it belongs each sample;

sample's cluster samples per cluster Centers Cluster Size
& Download CSV & Download HTML Report Bisavecsv M save HTML Report
(Downloaded and/or saved files include results from all four tabs)
Show| 10 ¥ |entries search: |
Sample Cluster

kol5 2

kol6 2

ko18 2

ko19 1

ko2l 1

ko22 1

wtls 2

wtl6 2

wtlg 1

wtlg 1

Showing 1 to 10 of 12 entries Previous 2 Next

(shows to which cluster were samples assigned)



2.9 Visualization of Results 85

o Samples per cluster: It contains a table with the samples that belong to each cluster formed;

Sample's cluster Samples per cluster Centers Cluster Size

L. Download CSV & Download HTML Report Fisavecsv M Save HTML Report

Downloaded and/or saved files include results from all fc

show| 10 v |entries search:

Cluster Samples
1 ko19 ko21 ko22 Wt18 Wt19 wt2l wt22
2 ko15 ko16 kol8 Wtl5 wtl6

Previous ‘ 1 ‘ Next

showing 1 to 2 of 2 entries

Shows the samples contained in each cluster)

e Centers: It contains a table with the center values of each variable in each cluster;

sample's cluster samples per cluster Centers Cluster Size
&.Download CSV <& Download HTML Report M save cs &} save HTML Report
Downloaded and/or saved files include results from all four tabs)
Show| 10 v | entries Search:
200.1/2926  205/2791 206/2791 207.1/2719  219.1/2524  231/2516 233(3023 234/3024  235.1/2694  236.1/2524  240.2/3681  24L1/3679 20213679 244.1/2832

1 966092192 12528211832 1775853265 2471034826  142697.4704 2296857867 306733.7573 689822214 1360907531  151377.7654  138399.8243 6915895496  125337.2817  266337.2714

2 1845150366 16490943111 241601.8051 3870629948 1794602815 733094650 3670014293 789838007 161012.8220  194218.8941 1706261008 14125823358 2667482263  328747.2835

Previous ‘ 1 ‘ Next

showing 1 to 2 of 2 entries

e Cluster Size: Contains the sizes of each cluster, i.e., the number of samples present in each
cluster formed.

Sample's cluster Samples per cluster Centers Cluster Size
X pownload csv | & Download HTML Report B save cs B3 save HTML Report
Downloaded and/or save es include results from all four tabs)
[1175

Shows how many samples are contained in each cluster)

Plot Results

For the plot results, a plot for each cluster is shown, with all the data values for each data variable
present across the samples of the cluster, colored in blue, and the means of those data values for
each data variable, colored in grey:

Numerical Results ¥ Plot

K-means Clustering Analysis Plot

& pownload Plot

Cluster 1,n=7

-
é N
=
&4
8
é J
2001/2926 2672/3668 294.1/2583 3142788 332/2523 348.2/3288 364.2/3732 388.1/2683 413.1/3629 44412687 4682/3131 4842/3128 511.2/3778 5302/3354 541/3728 557.32913 571.1/3108 592 4/3509
Cluster 2,n =5
5
HE
2
5
54
&
i

200172926 2672/3668 204172583 31472788 3322523 348203288 364.23732 388.1/2689 413.1/3623 44412687 46823131 494213128 5112/3778 530.2/3354 541/3728 557.32913 571.1/3108 592.4/3509
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2.9.4 Machine Learning

Model Training

For results of this type, options used that can be consulted are:

Name of the dataset used;

Name of the metadata variable predicted;
Validation method,;

Validation metric;

Wil ANALYSIS RESULTS

MODEL TRAINING

Partial Least Squares. Random Forests

data_processed Seasons
Dataset Metadata Variable
Resampling Accuracy
Validation Method Validation Metric
oppa  mwmeyey  neppesy
036 0.14 033

mecuray  n
1

(") Best Model's Parameters. 0!
() Confusion Matrix .

Figure 2.65: Layout of the dropdown menu of the options for Train Models Analysis.

As regards to the actual results, if more than one model was trained, there will be a summary
table with the accuracies of all models trained in the analysis, so users can have a quick overview
of each model, at the right of the options button.

W\l ANALYSIS RESULTS

e Partial Least Squares Random Forests

Accuracy 0.608 0.548

o Partial Least Squares

Best Model Results Full Results Variables' Importance 3D PCAPlot

Model Performance
© Model Performance
(") Best Model rameters

Accuracy  Kappa  AccuracySD  KappaSD

0.61 036 014 033
() Confusion Matrix

Best Model Results Report (html):

Figure 2.66: Overall layout of the Train Models Analysis results page.

Below this, there are one or more buttons, each representing a trained model. By clicking in
one of the buttons, all the results regarding the respective model are shown below. By default, the
results that are shown when the user is redirected to this page are the ones of the first model. The
results are shown in the form of tabbed panels:

e Best Model Results: contains information on the best model obtained, suchs as the perfor-
mance, parameters and confusion matrix;
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BestModel Results  FullResults  Variables' Importance 3D PCA Plot

(© Model Performance
Best Model's Parameters
Confusion Matix

Best Model Results Report (html):

LES

BestModel Results  FullResults  Variables' Importance 3D PCA Plot

Model Performance

© Best Model's Parameters
Confusion Matrix

Best Model Results Report (html):

[Rsere |

BestModelResults  FullResults  Variables' Importance

Model Performance
Best Model's Parameters

© Confusion Matrix

Best Model Results Report (html):
[Bse]

Model Performance

Accuracy

Kappa  AccuracysD  KappasD

051 036 014 033
Best Model's Parameters
Number of Components ~ 3.00
Confusion Matrix
search:
Reference
Prediction
cachexic control
cachexic 503676470588235 132352941176471
control 11.0294117647059 25.3676470588235

Showing 1to 2 of 2 entries

©

Figure 2.67: Sections regarding (a) model performance, (b) model’s parameters and (c) confusion
matrix, with an example for a pls model.

o Full Results: provides a table with all the results for the trained model, with the values of
accuracy, kappa and respective standard deviations for each combination of parameter values

tested;

Best Model Results Full Results Variables' Importance 3D PCAPlot

X pownload HTML & Download €SV & Download EXCEL BsaventmL  Msavecsy  Msav EL
Search:
Number of Components Accuracy Kappa AccuracysD Kappas
1 0.366666666666657 0.131157433052176 0.215452438107392 0.258312028659151
2 0.531666666666667 0.255956625074272 0.143683895160157 0.333166804254516
3 0.608333333333333 0.35591964537011 0.143855637513601 0.329033013613684
4 0.608333332333323 0.35591964537011 0.143855637513601 0.329039013613684
5 0.608333333333333 0.35591964537011 0.143855637513601 0.329039013613684
6 0575 0.30591964537011 0.165784703459742 0.342429181273525

Showing 1to 10 of 10 entries

e Variables’ Importance: provides a table with the importance of each variable used in the

model training;

BestModelResults  FullResults  Variables' Importance 3D PCAPlot
& Download HTML | & DownloadCsV & Download EXCEL Bsaventne  Ks
search:
Autumn Spring Summer Mean

405 52.6010889208492 83.5119912512812 38.7528008566698 58.2986270096

401 59.8315778609871 69.147804375034 411149260590782 56.6981027650331

3 29.4558032192156 89.421378519563 40.4652142365969 53.1141319917919

464 64.6620128191609 439639487056357 420091517521702 50.2117044256556

653 41.7497876100987 70.6248215479854 38.1721204702043 50.1822432094295

288 24.0080523785666 9118434724524 33.0650025226011 49.419134048564

Showing 1to 173 of 173 entries

e 3D PCA Plot: if the selected model is a PLS model whose best model has 3 or more
components, this additional tab appears. Here, you can choose in a select input three of
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the components formed to appear on the plot. The data points are colored according to the
metadata variable predicted.

Best Mod

elResults  FullResults  Variables' Importance 30 PCA Plot

& Download Plot Image

Choose the 3 Principal Comonents (PCs) to show in the plot:

123

Where to place the legend on the plot:

Top Right -

Component3

o

Gomponent 1

Component2

e Loadings Plot: if the selected model is a PLS model, this additional tab appears. Here, you
can choose in a select input the component(s) whose loadings you want to see in the plot and
the place of the legend in the plot.

BestModelResults  FullResults  Variables'Importance 3D PCAPlot  Loadings Plot

& pownl

Choose the

14

Where to place the legend on the plot:

Top Right

0ad Plot Image

Principal Comonents (PCs) to show in the plot:

loading value
06 04 02 00 02 04 06

Loadings Table

|
|
l

— comp1
Comp 4

150

variable

T
250

T
300

e Loadings Table: again, if the selected model is a PLS model, this additional tab appears.
Here, you can see the numeric values of the variables’ loadings for each component.

BestModelResults  Full Results  Variables'Importance  3DPCAPlot  LoadingsPlot  Loadings Table

& Download CSV & Download MS EXCEL B savecs K sa

Search:
comp1 Comp2 comp3 Comp4 comps Comp6 Comp7 Comps

x0 001 0.00422007714107908 -0.066958053285359 -0.0638810576160743 0,0360361783677132 0.0895389674026249 0.0425¢
x01 000007 0.0000817671377674199  0.000183550728568246  -0.000121737641596589 -00001170495724698  0.000189167118199439  0.0000861599220802617  -0.0000951%
X012 0.0001 0.00¢ -0.0000862138650770379 0.0000671€
X016 1874 000011371 15276 00001 00002781
X018 -0.0000483654604043941 -0.00000169877582635209  -0.0000376434850389445 0.000072264095592494  0.0000277112642665797  -0.000393831589931828  0.0000549116886845825 0.000204907222259327  -0.0001667
X023 o o 0.000548117667145549 o 0.000158%

Showing 1to 302 of 302 entries
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New Samples Prediction

For results of this type, options used that can be consulted are:

e Name of the dataset used to train the model used to predict the new samples;

e Name of the metadata variable predicted;

e Characteristics of the model used for prediction: name of the analysis from which the model
comes from, name of the model, and values of the model’s parameters.

il ANALYSIS RESULTS

Muscle.loss.
Metadata Variable Predicted

Characteristics of the Model used to predict:

Partial Least Squares (pls)
Model Name

Figure 2.68: Layout of the dropdown menu of the options for Sample Prediction Analysis.

As regards to the actual results, they are presented in the form of a table, with the predicted
class for each of the new samples submitted.

Ll ANALYSIS RESULTS

SAMPLES PREDICTION

Predicted samples report (html):

Samples' Names. Predicted Class

PIF_087

PIF_090

NETL_005_V1

PIF_11S

PIF_110

NETL_019 V1

NETCR_014_V1 control
NETCR_014.V2 !

PIF_154 cachexic

Showing 1to 77 of 77 entries
&pownload HTML & DownloadCSV & Download EXCEL BsaventML  Msavecsy M save ExcEL

Figure 2.69: Layout of the results section for Sample Prediction Analysis.

Results/Reports available to download/save
All tables in these results can be downloaded or saved (if logged in) in the CSV, MS EXCEL or
HTML format.

For model training results, a report of the results for each model trained is present in the tabs
Best Model Results and the respective options used in the analysis is available to download or save
(if logged in), at the bottom of this tab.

An example of a report of this type is as follows:
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Best Random Forests (rf) model results for OriginalData
dataset

## Report generated on 2018-03-05 16:29:37 using WEBSPECMINE

Analysis Name

trained_models

Options Used
 Dataset OriginalData
* Metadata variable Muscle.loss
* Validation Method Resampling

* Validation Metric Accuracy

Model Performance
Accuracy Kappa AccuracySD KappaSD
0.7560752 0.4982331 0.1204973 0.2347551

Best Model's Parameters

FALSE
Number of randomly selected Predictors 42
Confusion Matrix
Search:
Reference

cachexic control

cachexic 50.3676470588235 13.2352941176471
control 11.0294117647059 25.3676470588235

Showing 1 to 2 of 2 entries
## End of report

For samples prediction, a report with the results table, the options used to perform the analysis
and the characteristics of the model used in the prediction is available to download or save (if
logged in) at the top of this page. An example of a report of this type is as follows (a and b):

H PIF_164 control
Predicted Samples Results Report =
NETL_013_Vi control
## Report generated on 2018-02-68 10:44:44 using WEBSPECHINE PIF 188 control
. PIF_195 control
AnalySIS Names NETCR_015_V1 control
l diction2
samples.predicton PIF_102 control
Options used NETL_010_Vi control
© Metadata variable predicted: Muscle loss NETL_010_V2 control
o N NETL_001_V1 control
Characteristics of the model used to predict
NETCR_015_V2 control
® Analysis Name: trained_models
NETCR_005_V1 control
© Dataset used to train the model: OriginalData
PIF_111 control
© Model Name: Random Forests (f)
PIF_171 control
© Number of randomly selected Predictors: 35
NETCR_008_V1 control
Table with the predictions results NETCR_008_V2 control
Samples’ Names Predicted Class NETL_017_V1 control
PIF_178 cachexic NETL_017_v2 control
PIF 087 cachexic NETL_002_V1 control
PIF 000 cachexic NETL_002_V2 control
NETL_005_Vi cachexic PIF_190 control
PIF 115 cachexic NETCR_009_V1 control
PIE 110 cachexic NETCR_009_V2 control
NETL_019_Vi cachexic NETL_007 V1 control
NETCR_014_V1 cachexic PIF_112 control
NETCR 014_V2 cachexic NETCR_019_V2 control
PIF 154 cachexic NETL_012_V1 control
NETL 022 Vi cachexic NETL 012 V2 control
NETL 022 V2 cachexic NETL_003 Vi control
NETL_008_V1 cachexic NETL_003_V2 control

PIF_146 cachexic 4 End of report

(a) (b)

2.9.5 Feature Selection

For results of this type, it is possible to see the following options chosen:

e Name of the dataset used;

e Name of the metadata variable to be predicted;

e Selection method;

e Function for model fitting, prediction and variable importance/filtering;
e Validation method.
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Ll ANALYSIS RESULTS

FEATURE SELECTION

% ResultsSummary  PerformancePlot st subset
data_processed Seasons
Dataset Metadata Variable
Recursive Feature Elimination (RFE) Random Forests Resampling
Method Function Validation Method

173 0.5600 0.34014  0.2228 0.3233

The top 5 variables (out of 8):
X3.03, X3.36, X1.89, X6.9, X4.05

Figure 2.71: Layout of the dropdown menu of the options for Feature Selection Analysis.

The actual results are disposed in a tabset panel:
o Results Summary: contains a brief summary of the results;

Results Summary Performance Plot Best Subset

Recursive Teature selection
Outer resampling method: Bootstrapped (10 reps)
Resampling performance over subset size:

Variables Accuracy Kappa AccuracySD KappaSD Selected

2 9.3733 0.01665 9.2950 0.4400
4 0.4918 0.20043 0.2695 0.3862
8 0.5860 0.36871 0.1955 0.2883
173 0.5600 0.34014 ©.2228 ©.3233

The top 5 variables (out of 8):
X3.03, X3.36, X1.89, X6.9, X4.05

e Performance Plot: if recursive feature selection was used, this tab appears. It contains a
performance plot that shows the accuracy across the different subset sizes;

Results Summary Performance Plot Best Subset

& Download Plot Image M3 save Plot Image

Performance Profile across the different subset sizes

Accuracy (Bootstrap)

Variables

o Best Subset: contains the names of the variables that make up the best subset.

Results Summary Performance Plot Best Subset
The names of the variables that compose the best subset are:

X3.03; X3.36; X1.89; X6.9; X4.05; X1.2; X4.01; X3
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Results/Reports available to download/save
In the Performance Plot tab, the plot image can be saved (if the user is logged in) or downloaded in
PDF format.

A report can also be saved (if the user is logged in) or downloaded, containing all the results
shown in the tab panels and the options chosen to run the analysis.

e Results Summary Performance Plot Best Subset

Recursive feature selection

Quter resampling method: Bootstrapped (10 reps)
Feature Selection Results Report
(htm): Resampling performance over subset size:
Variables Accuracy Kappa AccuracySD Kappasb Selected
2 0.6324 0.2150  0.06118 0.13616
4 0.6713 0.2993  0.06538 0.11575
8  0.7017 0.3724  0.04627 0.07794
16 ©.7360 0.4417  0.05285 0.09119

32 0.7179 0.4065  ©.05760 0.10914
63 0.7080 0.2840  0.08165 0.15605

The top 5 variables (out of 16):
Creatine, Sucrose, N.N.Dimethylglycine, X3.Hydroxylisovalerate, Lysine

(a)

Feature Selection Report

## Report generated on 2018-62-08 11:11:00 using WEBSPECMINE

Analysis Name Performance Plot
feature_selection Performance Profile across the different subset sizes

Options Used

074 F

 Dataset OriginalData o
/
© Metadata variable Muscle loss
0724 /
® Method Recursive Feature Elimination
/ —
« Function Random Forests g /
£ o # L
 Validation Method Resampling 2
g
8
Results Summary 3 088 - L
8 4
3 [
## Recursive feature selection < 0654 L
#
## Outer resanpling method: Bootstrapped (10 reps)
” 0.64 | .
## Resampling performance over subset size: |
#
# Variables Accuracy Kappa AccuracySD Kappasd Selected T T T T r T r
## 2 0.6324 0.2150 0.06118 0.13616 L 10 2 30 40 50 €0
# 4 0.6713 0.2093  0.06538 0.11575 Variables
## 8 0.7017 0.3724  0.04627 0.07794
## 16 0.7360 0.4417  0.05285 0.09119 .
# 32 0.7179 0.4065  0.05700 0.10914 ;
## 63 0.7089 0.3840 0.08105 0.15695 BeSt SUbset Of Vanables
#

“Creatine; Sucrose; meth, ne; droxyisovalerate; Lysine; Glucose; Succinate; Hippurate;
e+ it o ot 0 L S e e e Sl e e s v ©
# ine, Su N.N.Dimethylglycine, X3.Hydroxyisovalerate, Lysine : : : : :

# End of report
Performance Plot
Performance Profile across the different subset sizes (C)

S I e B B B
(b)

Figure 2.72: (a) A report on the results on the feature selection can be downloaded or saved (if
logged in) through the buttons present at the left of the page, below the options button. An example
of a report of this type is present at (b) and (c).
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Metabolite Identification
LC-MS Data
For results of this type, it is possible to see the following options chosen and used in the respective
identification:
e Name of the dataset used for the identification;
e Name of the metadata variable used to help in the identification.

il ANALYSIS RESULTS

METABOLITE IDENTIFICATION

search: | )

OriginalData type
Dataset Metadata Variable
Chalcone HMDRO0GE 2091 208088821 05 6 Not Available 0686690666441

Figure 2.73: Layout of the dropdown menu of the options for LC-MS metabolite identification.

The actual results are available in the form of a results table, where each line corresponds to an
identified metabolite. For each of these metabolites, there is information on:
¢ HMDB entry number: with a link to the HMDB webpage of the respective metabolite;
Query and Theoretical masses;
Retention time;
Isotopes;
Adducts;
Spectra;
Biofluids where was found;
Adjusted p-value.

Ll ANALYSIS RESULTS

METABOLITE | DENTIFICATION

e search: | |

Query  Database Mass Retention

Name ENTRY o e — isotope  Adduct  spectra Biofluid padj
Biotin HMDB00030 2451 244088165 4738 715 3'::5; Cerebrospinal Lids sas66620422 1016 |
Chalcone HMDBO3066 2091  208.088821 4205 726 Not Available 0.686698286366441
5"Carboxy-alpha-chromanol HMDBI2738 3202 319.190948 4557 730 Not Available 091763196036754
Docosatrienoic acid HMDB02623 353 33428717 5052 59 Blood 0.427068310671224
(S)-3-Hydroxy-N-methylcoclaurine HMDBOGS2L 31615  315.147064 4302 748 Not Available 0.370054947799256
N-AcetylL-phenylalanine HMDB00S12 2081 207.089539 1 750 Not Available 0.368534621567061
Phenylpropionylglycine HMDBO00SE0 2081 207.089539 241 750 Urine 0.368534621587061
pristanal HMDEO1958 2833 282292267 5395 61 Not Available 0.930573005742479
3-Phenylpropionylglycine HMDB02042 2081 207.089539 1 750 Not Available 0.368534621567061
5-Sulfosalicylic acid HMDBI11725 219 217.98851 4256 780 Not Available 0.861452607892003
LTryptophan HMDB00S29 2051 204089874 4383 783 Blood; Cerebrospinal Fud, ;o6 7052085167

Showing 1 to 297 of 297 entries
& pownload HTML & DownloadCsv | & Download EXCEL Kisavewtm  Misavecsv M saveExceL

Figure 2.74: Layout of the LC-MS metabolite identification results page.

NMR Peaks

For the results of this page, again, the available options used in the respective identification are:
e Dataset used for the identification;
e PPM tolerance used;
e Number of top metabolites matched to show per cluster;
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e Parameters for the construction of clusters: correlation method, correlation value (if the value
was provided by the user), minimum number of peaks chosen for a cluster, maximum number
of peaks in a cluster (if provided by the user for the calculation of the optimum correlation
value);

e Parameters to filter the reference metabolites: frequency, nucleus, and, if used, solvent, pH
and temperature.

Ll ANALYSIS RESULTS

METABOLITE IDENTIFICATION

Results Table ‘ Results for each Cluster

0.03 5
ppm Tolerance Used Number of top metabolites matched per cluster

Clusters Options

pearson 2
Correlation Minimum Number of peaks per Cluster
k . "
Optimum Value Calculated Number of peaks of larger reference metabolite
M Cluster Treshold Value Maximum number of peaks in a cluster
'

Reference Metabolites Features

t
. B 1H Not used. Not used. Not used.
Frequency Nucleus Solvent pH Temperature
t

Showing 1 1 1u 01 v enues

processed_data

Dataset Used

b
B
b
B

& Download HTML & Download CSV & Download EXCEL BlsaveHTML M savecsv M saveEXCEL
Figure 2.75: Layout of the dropdown menu of the options for NMR metabolite identification.

At the right of the options button, there are two buttons, which allow the user to see the different
types of results obtained, shown below these buttons:

Ll ANALYSIS RESULTS

METABOLITE | DENTIFICATION

% ‘ Results Table ‘ Results for each Cluster

Search:
Metabolite Reference.Peaks.Matched Cluster.peaks.Matched Cluster  Jaccard.index
112;1.14;12;1.29;1.34; 1.45; 1.52; 1.54; 1.6; 1.62; 1.69; 1.7; 1.77; 1.89; 1.95,2.07,2.3;246;249;25;362;  114;117;12;132;1.37; 1.48; 1.55; 157; 1.63; 1.65; 1.71; 1.73; 1.79; 1.92; 1.98;2.24; 2.33; 2.45; 2.51; 2.53; 3.63;
HMDB0000032 1 018
363;366;558,5.59 3166,3.69; 556,557
HMDBOOD0S21  0.72;112; 1.16; 1.17; 1.29; 1.34; 1.51;1.54; 1.5T; 1.6; 1.62; 1.68; 1.7 2.01; 2.02; 226; 232, 242, 5.73 0.74;1.14; 117;1.2;132; 1.37; 1.48; 1.55; 1.57; 1.63; 1.65; 1.71; 1.73; 1.98; 2.02;2.24; 2.33;2.45;5.71 1 0178,
HMDB0000378  1.1131.14;145;152; 1.54; 1.6; 1.62; 1.68; 2.46;2.48;2.5;2.55;2.50; 2.61;2.67; 2.7 3.63; 3.66; 3.88;5.63 114;1.17;1.48;1.55; 1.57;1.63; 1.65; 1.71; 2.45; 2.51;2.53; 2.57; 2.62; 2.64; 2.7, 2.73; 3.63; 3.66; 3.87; 5.66 1 0.167
HMDBO0D1926  1.32;134;147;152; 1.68; 1.T; 1.72; 1.76; 1.89; 2, 2.01; 2.2, 2.22;2.32; 2.61; 281, 2.82,6.57 132,137,148, 1.55; 1,65 1.71; 1.73; 1.79; 1.92; 1.98;2.02; 2.18; 2.24;2.33; 2.62; 2.79; 2.81,6.55 1 0.165
HMDBO01843  2.52;2.54;2.55; 3.87; 5.77; 5.79;6.19;6.23;6.23;6.29;6.31;6.33; 6.35 2.51;2.53;2.57; 387;5.74;5.8;6.16;6.21;6.25, 6.28; 6.31; 6.34; 6.38 1 0162
0.86;089;125; 128 1.31; 1.95,2.07; 2.11;3.31;3.54; 3.77; 3.81; 3.87; 3.93; 3.93, 427, 427,428, 431; 5.41; 0.89,092123;129; 1.34;1.95; 2.07; 2.12; 3.31; 351, 3.75; 3.81; 3.84; 3.94; 3.96; 4.24; 4,28, 4.3, 4.34; 5.38; 5.4,
HMDB0001348 2 0
542,544 545
HMDBO00T45  1.87;1.87;192;2.33; 2.37; 2.39; 2.9; 2.92; 2:92,2.94; 297; 3; 3.17; 3.18; 3.19; 4.46; 4.5, 7.06 1.85,1.89; 1.95;2.36; 2.39; 2.42; 2.68; 2.91; 2.94;2.97; 3; 3.03; 315, 3.17; 3.2, 4.46; 4.53; 7.06 2 0.191
HMDBOO00244  2.23;234;3.71;3.72;3.83; 3.843.91; 3.95,4.23;4.24; 425, 42T, 4.4T; 4.5, 7.39 221;2.36;3.72;3.75;3.81;3.84; 3.94; 3.96;4.21;4.24;4.28; 4.3 4.46; 4.53; 742 2 0172
HMDEODD0OTT  0.88;099; 1.06; 1.25; 1.27; 1.31; 1.84; 1.84; 1.86; 1.92; 2.05; 2.09; 2.22; 2.24; 2.33; 243; 2.45; 3.53; 5.38; 5.39 0.59;1.021.08;1.23; 1.29; 1.34; 1.82; 1.85; 1.89; 1.95; 2.07; 2.12; 2215 2.27; 2.36; 2.42; 2.48; 3.51;5.38; 5.42. 2 0.161
HMDBODD1932  1.3432.78;3.04;3.11; 3.16;3.17;3.19;3.21;334;3.53; 3.54;3.91; 3.98, 7.07; 7.08 134;275;303;3.13;2.15;3.17; 3.2:3.24;331; 3.51; 3.57; 3.94;3.96; 7.06; 71 2 0.161
Showing 1 to 10 of 10 entries
Download HTML & DownloadCsv & Download EXCEL Msaventie  Bsavecsy  MsaveExceL

The ''Results table' option leads to a table where each line corresponds to an identified
metabolite. All metabolites identified in each cluster are here present, which can lead to repetitions
if the same metabolite matched different clusters. The information here provided for each identified
metabolite includes:

e HMDB entry number: with a link to the HMDB webpage of the respective metabolite;

o Cluster and Reference peaks that were matched;
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The number of the cluster;

e Jaccard Index Score.

=)

‘ Results Table

Results for each Cluster

Search:

Metabolite Reference.Peaks.Matched Cluster.Peaks.Matched Cluster  Jaccard.index
AnDB000092: 0% 08750915093, 1.01; 1,03, 1,04, L1; 112 1.25; 1.273 1293 134 136; 154 L5T; 1.6 1.62; 1.6, 1.83; 0.74;0.89; 0.92; 0.96; 0.99; 1.02; 1.05; 1.08; 1.14; 1.23; 1.29; 1.32; 1.34; 1.37; 1.55; L57; 1.63; 1.65; 1.71;1.82; N 0333
DU 185,2.01,2.02,2.03;2.05, 226,228,232, 2.36; 2.39;2.42;2.45 1.85;1.98;2.02,2.04;2.07;2.24; 227,231, 2.3, 2.39; 2.42;2.45 -

o 085,098,099;1;102;106; 112; 125, 1.27; 129; 1.31; 1.52; 1.54;1.64; 1.65, 168; 184; 1.84; 195205, 2.07;  0.89;0.96; 0.99; 1.02; 1.05; 1.08; 1.14;123;1.29; 1.32; 1.34; 1.55; L57; 1.63; 165 1.71; 1.82; 1.85;1.98;2.02; ) R
| 20%208212222222 45,2.51;538 )
ambaocoosry 071 086,09L 1011 27;,12%;133;1.34;153;154;169; 1.79; 181,182, 1.98;2; .92;0.99; 1. 3 32;1.34;137; 1.55; 157; 1.71;1.79; 1.82; 185; 1.98; . .
N " 2.01;2.08,2.09,2.24;2.27,2.28,229;2.3;237; 2.4, 243 2.02;2.04;2.07;,2.12,2.21;2.24; 2.27;231;2.33; 2.39; 2.42; 245 -
. 087:09,093;096;099;1.03 1.06;1.11;12,126:1.31; 134, 135, 153; 154, 1.6; 1.62, 18, 181;1.82;1.95,2;  0.89;092; 0.96;0.99; 1.02; 1.05; 1.08; 1.14;1.23; 129; 1.32; 1.34; 1.37; 1.55; 157 1.63; 1.65; 1.79; 1.82; 185; ) i,
© 201;2.04;2.09;212;2.26,227;229; 231; 2.77; 2.78; 2.82; 4.59; 4.61;5.37 198;2.02;2.04; 207,212, 2.15; 2.24; 2.27;231; 2.33; 2.79;2.81; 2.85; 4.59;,4.64; 5.38 .
— 0.96;0.97;0.99; 1.02;1.05; 1.11;1.2; 1.26; 1.3; 131; 1.53; 1.54; 1.6; 1.64; 1.68; 1.76; 1.86; 2.02;2.03; 2.04;2.09;  0.96;0.9; 1.02; 1.05; 1.08; 1.14; 1.23;1.29; 132; 1.34; 1.5, 157; 1.63; 1.65; 1.71; 1.79; 1.85; 2.02; 2.04;2.07; ' 6e
DB0001S :
213;2.16;2.18; 2213227 1237;2.4;243; 1215, 3 1233;239;242; 1253;

HMDEOODO174  121;3.44;3.45;3.45; 3.63; 3.64; 3.65; 3.66; 3.75; 3.76; 3.78; 3.81; 3.87; 4.18;4.21; 4.5, 457, 5213521 1.2;3.42;3.46;3.48; 3.6, 3.63;3.66; 3.69; 3.75; 3.78; 3.81; 3.84; 3.9;4.21; 4.24;4.53; 4.56;, 5.18,5.24 2 0.209
imDa0c00ss 328337 341:343,3.45, 348, 351;3.54; 356,36, 3.63,3.66; 374; 375, 381, 362, 155, 398,451, 467, 327;3.39;3.42; 3.46,348; 3.51; 3.54; 3.57; 3.6;3.63; 3.66; 3.69; 3.75,378; 3.81; 3.84; 39,401,453, 4.66,4.T; ) 0200
DB00000S5 ¥

468,523 524
HMDB000098  3.2;3.21;3.29;3.4;342;3.44;35;351;3.52; 3.59; 3.6, 3.6, 3.63;3.67; 3.9, 4,56 4.5T; 5.18 32;324;327;3.39;3.42;3.46;3.48; 3.51,3.54;3.57;3.6;3.63; 3.66; 3.69; 39, 4.53;4.56,5.18 2 0.194
Showing 1to 10 of 10 entries
& Download HTML & Download CSV & Download EXCEL. Bsaventme  Bsavecsy  Bsaverxce

The ""Results for each Cluster'' option leads to more detailed information on the matches
obtained in each cluster. A select input with all the clusters obtained is available, so that the user

can see the results of the chosen cluster.
These results are organized in three boxes:

e Scores: contains the scores of the top matches. Each match is represented by the HMDB

e Top Metabolites: for each match, it contains the reference ppm peaks and the ppm peaks that

o

Clusterl

entry, with a link to the HMDB webpage of the respective metabolite;
o Cluster Peaks: contains the ppm peaks of the cluster;

were matched between the cluster and reference metabolite.

Results Table

Results for each Cluster

Top Metabolites

Select ametabolite to see the result
Var2
21
0333
0288
showing results for Metabolite HMDB0000921 from Clusterl
0276
Reference Peaks Matched Peaks
0213
ppm Matched Cluster Peaks Matched Reference Peaks
Cluster Peaks 072 074 012
N 087 089 087
ppm Intensity
0.8 092 091
014 -166533453693773¢-16
091 0396 093
0.9 3.71501874402158e-16
093 099 101
092 2.64728810454114e-16
036 -5.0444591079066e-17

However, in case no metabolites matched a certain cluster, only two boxes, side by side, will
appear. One with the cluster peaks and the other with the message "No metabolites matched this

cluster".

So that the user does not need to enter in each cluster to know if it got macthes or not, the

clusters with no matches are followed by the message "No matches" in the select input.

Available results to save/download

The results tables are available for save (if the user is logged in) or download, in the CSV, MS

EXCEL or HTML formats.
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2.9.7 Regression Analysis
Linear Regression Analysis

For the results of this page, the available options used are:

Analysis Name;

Name of the dataset used;
Metadata variables used;
Formula used.

Ll ANALYSIS RESULTS

LINEAR REGRESSION ANALYSIS

« Numerical Results ‘ P-value plots.

rocessing_Linear_Regressio data_processing seasons seasons*agroregions
Correlation result Dataset Metadata variables Formula

[Tha Damart inslnida raciilbe fram il fhraa tahel

Figure 2.76: Layout of the dropdown menu of the options for Linear Regression Analysis.

At the right of the options button, there are two buttons, which allow the user to see the
numerical results and the result’s plot:

nl ANALYSIS RESULTS
LINEAR REGRESSION ANALYSIS

e ‘  Numerical Results ‘ Pvalue plots.

P-values Coefficients R-squared
& pownload csv & Download HTML Report Bsavecsy M save HTML Report
(The Report includes results from all three tabs)
Show L 0 v ’emries Search: ( ]
(Intercept) seasonssm seasonssp seasonswi agroregi i agroregi gt
0 A 0. 742 0.143373484¢ 0.521T: 0.92 0. 7 0.33
0.1 0.608141451553895 0. 0.0¢ 054021851 196 0.599559910397864 0.154700648972519 0.15¢
0.12  0.661991133375953 1 1 1 1 1 1 1
016 0540170942825458 0.646342347737792 0. 48 o o 05 402 0.759534937438537 0521317590684036 052
0.18  0.556538548548452 1 1 1 0.999999999999999 0.537797683995162 0. 0.99¢
023  0.644020340871742  0.999999999999999 1 1 0.999999999993999 0.395661627385914 0. 0.93¢
026 0. 424 0.6 1522454191 091! 0: 0.408115815710688 0.900424295967149 0.744541115233008 0.941041687721188 052
03 0.814912436297412  0.697636965369056  0.402403110717266  0.402403110717265 0.577194548883644 0.992188849575994 0.67°
033 0 4 474 0. 78 0.85¢ 1822080: 0.75015835112643 0.95334702747921 0.408376920430754 0.837646242868845 0.44;
035 0.780519197425708 101129 0. 0. 9 0. 0.98449105507836: 0.575718103991138 0.830669647206863 0.89°
Showing 1 to 10 of 302 entries. Previous E 2 3 4 5 - 31 Next

As regards to the numerical results, a tabset panel with the following results can be seen:

e P-values: It contains a table with the p-values of the comparisons between the classes of the
metadata variables chosen, making use of the formula specified, for each linear regression on
a data variable;
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P-values  Coefficients  R-squared
& Download CSV & Download HTML Report M savecsy M Save HTML Report
(The Report includes results from all three tabs)
Show| 10 v |entries search: |
(Intercept) seasonssm seasonssp seasonswi groregi i groregi gi i gi
0 0.469875807532193  0.196481314993958  0.642032873065742  0.143373484897387  0.521770446415835 0.327075490942135 0.863439789025787 0.361205461570045 033
0.1 0.608141451553895 0 0. 0. 0.0583242419362959 0.540218512383196 0.599559910397864 0.154700648972519 0.15¢
012 0661991133375953 1 1 1 1 1 1 1
016 0540170942825458 0.646342347737792  0.337385962364748 033735962364748  0.39039221674763 0.549285012063402 0.759534937438537 0.521317590684036 052
0.18  0556538548548452 1 1 1 0.999999999939999 0.537797683995162 0. 0. 093¢
023 0644020340871742  0.999999999999999 1 1 0999999999999999 0.395661627385914 0 0. 0.99¢
026 0967323665617424 0.625251522454191  0.911666367852869 0.33740568308599 0.408115815710688 0.900424295967149 0.744541115233008 0.941041687721188 0520
03 0814912436297412 0.697636965363056  0.402403110717266 0402403110717265  0.577194548883644 0.392188849575994 0.801 0: 76263 0671
033 09 64 474 0812619 19089 0. 78 0.85873718220802 0.75015835112643 0.95334702747921 0.408376920430754 0.837646242868845 0.440
035 0780519197425708 0.623596623101129  0.74846358856765 0.846397858607479  0.365644984690016 0.984431055078362 0.575718103991138 0.830669647206863 0.891
Showing 1 to 10 of 302 entries Previous T‘ 2 3 a4 5 .. 3 Next

e Coefficients: It contains a table with the coefficient values of the comparisons between the
classes of the metadata variables chosen, making use of the specified formula, for each linear
regression on a data variable;

P-values Coefficients R-squared

& Download CSV & Download HTML Report

(The Report includes results from all three tabs)

Show | 10 ~ | entries Search: |
(Intercept) seasonssm seasonssp seasonswi groregi i groregi gi i gi

0 -0.320846479362002 -0.815997779949908 0291388039227598 0.926836425082108 0449426841878778  0.0462022239516954 0.161558059533093 0.0456820681415225
01 -0.298432228351458  -1.100804456125%e-14  -7.34279386844011e-15  -6.49980643597303e-15 1.77330825286228 0.406710913022516 -0.64830826666609 -1.77330825286228
012  -0.255980309884728  442504926493762e-16  2.71055847377609¢-17  6.70638597060664-17  -1.13073364336417e-16  3.31280664613475e-16 -2.08133329565391e-16 65003801918465¢-16
016 03670 0 1107 0581 949 -0.815337353949002 -0.815337353949003 -0.409084315753307 -0.383486532731106 0.815337353949004
018  -0.335805360871845  527412754618147e-16  3.36415509284067e-16  -4.63035427877678e-16  -9.68753202371161e-16 0.401284258160858 143054209061081e-15 5.35108373538052e-16
023 -0.28086762061259 -6.88411899256587e-16  -1.98648726325143e-16  -3.65121438582392e-16  -8.94233725265687e-16 0.590264755586469 1.37786025660674e-15 1.28103190175595e-15
026  0.0232963675187002 -0393310279436462  -0.0892255761555326 0.775334379257214 -0.746541826960395 0.0811377809783613 0.393310279436462 0.0892255761555333
03 0.139014400755103 0.326448325978114 -0.705657954504924 -0.705657954504925 0524170422112513  0.00662668903002442 -0.316782268265183 -0.144360793585703
033 -0.0500076647234887 0.197178441487404 -0.175984209838066 -0.148027072411272 0.296208541607925  -0.0392232031813984 -1.03503153457661 -0.255642711873867
035  0.159962324394074 -0.398781096971919 0260373543112647 -0.157238355096007 -0.824433128173602  -0.0127183706873837 0.682405651166452 -0.260373543112647

showing 1 to 10 of 302 entries Previous ‘ 1 ‘ 2 3 4 5 .. 31 Next

e R-Squared: It contains the r-squared and adjusted r-squared values for each linear regression,
represented by the data variables.

Pvalues  Coefficients  R-squared

& Download C5V & Download HTML Report e HTML Report
(The Report includes results from all three tabs)

show| 10 “ entries Search:

r.squared adj.rsquared
0 0.528549847924879 0.418210450630702
0.1 0.187427030697946 -0.00274962169189652
012 0.17633T760600666 -0.0156197847906681
0.6 0.139855830152921 -0.061454507470863
0.18 0.218384506668354 0.0354532209949903
023 0.113384730717933 -0.0941209706034013
026 0.222123843193866 0.0400677213881755
03 0.152271191961187 -0.0461334226861945
033 0.168381340375756 -0.0262528140043865
035 0.207954606578056 0.022582280458026

Showing 1to 10 of 302 entries Previous ‘ 1 ‘ 2 3 4 5 .. 31  Next
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As regards to the P-value plots results, the user is able to see a visual representation of the
results seen in the P-values tab of the numerical results with a bar plot of the negative base 10
logaritm of the p-value of a linear regression on a data variable.

Three options are available to personalize the plot:

e Choose the data variables to plot;
e Choose the color of the bars;
e Size of the text in the plot bars;

P-values Plot

& pownloadPlot & Download HTML Report w/ Plot B2 save HTML Report w/ Plot
Choose the data variables to plot:

0,0.1 -

Bar color Plot font size

-iog10(pvalue)

036 o9

0.28
0.1
I 20 001

o

~log10(pualue)

0a-

0.41
. -0.65
= 041 041
ol 0 I . 0
D‘m ) )

P R————

Correlation Analysis

For the results of this page, the available options used are:

Analysis Name;

Name of the dataset used;

Correlation method used;

If correlation was performed between samples or variables;

The alternative hypothesis chosen, in case correlation tests were performed.

Lnl ANALYSIS RESULTS
CORRELATION ANALYSIS

+ Numerical Results Heatmap

data_processing_Correlation data_processing pearson Samples
Correlation result Dataset Correlation method Correlation between

Figure 2.77: Layout of the dropdown menu of the options for Linear Regression Analysis.

At the right of the options button, there are two buttons, which allow the user to see the
numerical results and the heatmap of the correlations:
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Ll ANALYSIS RESULT

CORRELATION ANALYSIS

 Numerical Results Heatmap

Correlation Matrix Correlation Test Analysis

& Download CSV & Download HTML Report Misavecsv | M save HTML Report

Show| 10 ¥ entries search: |
i j cor pwalue

AC_au AC_au 1 0

AC_au AC_sm -0.0173978757970023 0.763329219973488

AC_au AC_sp 0.0947056001287324 0.100449823527759

AC_au AC_wi 0.297989502419064 1.31024906484205€-07

AC_au AN_au 0.0317375637870145 0.582736974049195

AC_au AN_sm -0.204391659500871 0.000350185078101889

AC_au AN_sp -0.0566445305891643 0.326551945473405

AC_au AN_wi 0.12060880998827 0.0361762034385101

AC_au BR_au 0.0324162047087834 0.574638731483033

AC_au BR_sm 0.233461702111943 4.18423134268371e05

Showing 1 to 10 of 3,481 entries.

Previous Ij 2 3 4 5

As regards to the numerical results, a tabset panel with the following results can be seen:
e Correlation Matrix: It contains a table with the correlation values between the different

samples;

Correlation Matrix
& Download €SV & Downl,

Show 10 ~ |entries

Correlation Test Analysis

0ad HTML Report

M savecsv

Search:

M save HTML Report

AC_au AC_sm AC_sp AC_wi AN_au AN_sm AN_sp AN_wi BR_au
AC_au 1 -0.0173978757970023  O. 924 0. 19064  0.0317375637870145 0. 1 0 01 7 00324 0.
AC_sm  -0.0173978757970023 1 0337839283175492  0.309101180683126  -0.101756935763836  0.279003689132309  -0.0581935051860797 0.14421401096478  -0.240368545155786 0.
AC_sp  0.0947056001287924  0.337839283175492 1 0316976657435927 -0.0885575336079864  0.112401750813841  0.0493422100311236  -0.185698570438826  -0.146359569833534  -0.0¢
AC_wi 0.297989502419064  0309101180683126  0.316976657435927 1 -0.0285054347737329  -0.131522050098935 -0.0696358699007483  0.138613546757024  -0.172950078427298
AN_au  0.0317375637870145  -0.101756935763836  -0.0885575336079864  -0.0285054347737329 1 0.0941188241237641  0.364234054751961  0.302861451076634  0.0155293197645093
AN_sm  -0204391659500871  0.279003689132309  0.112401750813841  -0.131522050098935  0.0941188241237641 1 0.045167239580857 0. 0.1 0:
AN_sp -0 0. 0.0493422100311236  -0.0696358639007483  0364234054751961  0.045167239580857 1 0153043352630168 -0.0543491703522518  -0..
AN_wi 0.12060880998827 0.14421401096478  -D.185698570438826  0.138613546757024 0. 76634 -0, 41 0.1 161 1 0.0191035331124397
BR_au  -0.0324162047087834  -0.40368545155786  -0.146359569833534  -0.172950078427298  0.0155293197645093  -0.120081029958836  -0.0549491709522518  0.0191035331124397 1 00
BR_sm  0.233461702111943  0.176076149427301 -0.0642376239391619  -0.365441427094918  -0.129398017795428  0.332345652264229  -0.176661622057855  -0.362873751267493  0.0568506159302008

Showing 1 to 10 of 59 entries

Previous E 2 3 4 5 6 Next

o Correlation Test Analysis:

the different samples.

Correlation Matrix

& Download €SV

show| 10 v |entries

Correlation Test Analysis

& Download HTML Report

It contains a table with the correlation value and p-value between

M2 save HTML Report

i j cor puvalue
AC_au AC_au 1 0

AC_au AC_sm -0.0173978757970023 0.763329219973488
AC_au AC_sp 0.0947056001287924 0.100449823527759
AC_au AC_wi 0.297983502419064 1.31024906484205e-07
AC_au AN_au 0.0317375637870145 0.582736974049195
AC_au AN_sm -0.204391659500871 0.000350185078101889
AC_au AN_sp -0.0566445305891643 0.326551945473405
AC_au AN_wi 0.12060880998827 0.0361782034385101
AC_au BR_au -0.0324162047087834 0.574698731483033
AC_au BR_sm -0.233461702111943 4.18423134268371e-05

showing 1 to 10 of 3,481 entries

Previous
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Furthermore, the user is able to see a Heatmap plot of the correlations between the samples, as
a visual representation of the Correlation Matrix in the numerical results:

Correlation Analysis Plot

& Download Plot & Download HTML Report w/ Plot

Heatmap colour scale:

1 -0.4601555

2.9.86 Pathway Analysis

There are three sets of information for this type of results. These can be accessed through the

buttons positioned at the top of the page:

3 save HTML Report w/ Plot

e Pathways Results: this page contains a table containing information on the pathways iden-
tified, the given compounds that are present in each of those pathways, the respective
compounds KEGG codes and the ratio between the number of compounds given in the
analysis that are in each pathway and the number of total compounds in the pathway. At the
right, you can see the pathway map of the pathway that you click to see in the table.

Pathways Results. ‘

Search:

The 'Ratio’ column consists on the ratio between the number of compounds given in the analysis that
are in the pathway and the number of total compounds in the pathway

KEGG

2
[+

Compounds' Names Codes Ratio
metabolism
Glycerophospholipid
g o & J LysoPC(22:2(13Z,16Z)) pd:C04230 0.027
metabolism
Alanine, aspartate and
" N-Acetylaspartylglutamic acid pd:C12270 0.036
glutamate metabolism
«<pd:C00117;
D-Ribose 5 phosphate; Guanosine; Ribose P
Purine metabolism cpd:C00387; 0.044
1-phosphate
€pd:C00620
beta-Alanine metabolism Anserine cpd:C01262 0.048
Pantothenate and CoA
y 4-Phosphopantothenoylcysteine cpd:C04352 0.053
biosynthesis
Histidine metabolism Anserine cpd:C01262 0.062
Biotin metabolism Biocytin «€pd:C05552 01
Pentose and glucuronate D-Ribulose h hate; Xylul d:C00199; oo
interconversions 5-phosphate <pd:C00231 -
cpd:CO0117;
D-Ribose 5-phosphate; Ribose L-phosphate;
Pentose phosphate . €pd:C00620;
D-Ribulose 5-phosphate; Xylulose 0182
pathway €pd:C00199;

5-phosphat
GUESGLEE cpd:C00231

Riboflavin metabolism

Showing 1to 14 of 14 entries

Riboflavin reduced cpd:C01007

Metabolites Analyzed Information Table. Results available to download

™ Nodes'Legend  Riboflavin metabolism

Flav]

Ribf ced
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e Metabolites Analyzed Information Table: this page contains a table with the KEGG and
HMDB codes for each compound. Each compound is represented by the name. Only the
compounds that have a KEGG code associated were taken into consideration for the analysis.

Pathways Results ‘ Metabolites Analyzed Information Table ‘ Results available to download
Metabolites with no KEGG code () were not used in the pathway analysis, as it is necessary a KEGG code to do so.
Search:
Name HMDB KEGG
Pyridinoline

Biotripyrrin-a
Biotripyrrin-b
6-Hydroxymelatonin

Imipramine

Valproic acid glucuronide

Octanoylglueuronide

N-Acetylaspartylglutamic acid
12-0%0-20-dihydroxy-leukotriene B4
PE(P-16:0€/0:0)
N-Acetylaspartylglutamic acid

Entacapone

7-Hydroxy-6-methyl-8-ribityl lumazine

05995

albutamol

Showing 1to 49 of 49 entries

e Results available to download: it is in this page where you can download tables, in CSV or
MS EXCEL formats, of the tables present in the two pages mentioned above.

Pathways Results Metabolites Analyzed Information Table Results available to download

Pathways Results Table Metabolites Analyzed Information Table

Downloads & csvFile & MSEXCEL File Downloads & csvrile & MSEXCEL File

Saves Mcsvrile M MsEXcELFile Saves Bicsvrile M MsEXcELFile

Saving options are only available for logged in sers, so they can save the results in their accounts. Saving options are only available for logged in users, so they can save the results in their accounts.
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(3. NMR Peak Lists: Propolis

3.1 Where to find the data

The study here reproduced aimed to get insights of important features associated with the chemical
composition, seasons and geographical origin of the propolis produced in the Santa Catarina state,
in southern Brazil [1].

The samples used in this study, acquired using the NMR technique, were stored in the public
project called Propolis, under the data folder NMR Peaks Data. Regarding the metadata, the file
propolis_nmr_metadata.csv is given.

There are a total of 59 samples, 15 from autumn (AU) and spring (SP), 13 from winter (WI) and
16 from summer (SM). They were collected in 2010 from Apis mellifera hives located in southern
Brazil (Santa Catarina State). The samples are also separated in three agroecological regions for
the different apiaries: 12 samples from the Highlands, 11 from the Plain, and 36 from the Plateau.

The analysis pipeline here demonstrated followed one available in http://pubs.acs.org/
doi/suppl/10.1021/acs. jnatprod.5b00315/suppl_file/np5b00315_si_001.pdf.

3.2 Choosing the files for analysis

1. Enter your user account;
2. Copy the public project in question, named Propolis, into your account:
Go to the "Public Projects" page, accessible through the sidebar panel;


http://pubs.acs.org/doi/suppl/10.1021/acs.jnatprod.5b00315/suppl_file/np5b00315_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jnatprod.5b00315/suppl_file/np5b00315_si_001.pdf
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WEBSPECMINE

& Choose Flles‘ & Load Workspace | @ Dat;

€ PuBLIC PROJECTS

Community projects Project description

Show| 10 v entries Search: You must select aproject frst

tome Author Datatypes Files in Reports folder:
1 Propols SaraCardoso (adin) omipeaks et
2 wicospinalcord SaraCardoso (admin) \ams spectra
3 Cachoua Sara ardoso admin) concentrations
& IPaRin Breast Cancer (TBLS326) Sara Cardoso admin) concentrations
s owmapmasis Sara Cardoso admin) concentrations
Showing 1 to o1 enris prevous | 1| ex

Select the project in the table of the Community projects box and click the button "Import
Project";

Community projects

Search:

Show 10 ~ entries
Name Author Datatypes 1
1 Propolis Sara Cardoso (admin) uvv-spectra, nmr-peaks J
2 Mice Spinal Cord Sara Cardoso (admin) lems-spectra
3 Cachexia Sara Cardoso (admin) concentrations
a4 IP3R in Breast Cancer (MTBLS326) Sara Cardoso (admin) concentrations
5 OVCAR-3 (MTBLS152) Sara Cardoso (admin) concentrations
5 Bananas sara Cardoso (admin) nmr-peaks
7 Cassava PPD Sara Cardoso (admin) ir-spectra
8 Cassava Carotenoids Sara Cardoso (admin) uvv-spectra
showing 1 to 8 of 8 entries Previous |T| Next

& Refresh

3. Click the "Choose Files" button, present in the header panel;
4. Choose the project, data folder and metadata file in question and click the "> Next" button;

[ Choose Files for Analysis

PROJECT

Choose the project where the data to
analyse is:

") Bananas

) Cachexia

") Cassava Carotenoids

") Cassava PPD

~) IP3R in Breast Cancer (MTBLS326)

) Mice Spinal Cord

") OVCAR-3 (MTBLS152)
@ Propolis

DATA FOLDER
Choose the data folder that has the
data files to analyse:

°NMR Peaks Data
) UV-Vis Data 2014
) UV-Vis Data 2014 2015

DATA TYPE: nmr-peaks

METADATA FILE
Choose the file with the metadata
information of the data folder
selected:

© propolis_nmr_metadata.csv
) propolis_uvv_metadata_2014.csv

)y propolis_uvv_metadata_2014_201¢

Close
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5. This will lead to the window were the options regarding the data and metadata files are set,
so that they are read and processed correctly. In this case, the options are the default ones, so
no change is needed;

# Choose Files for Analysis

OPTIONS
DATA FILES OPTIONS METADATA FILE OPTIONS
Data files have a header row with the names of the data Metadata file has a header column with the name of the
variables metadata varibales
Separator character of the data files Metadata file has a header row with the name of the
@ Comma samples
O White Space Separator character of the metadata file
Character uced in data filac for dacimal naints ® Comma

OPTIONAL INFORMATION:

Short description of the data

6. After clicking the "> Next" button, you will have to set the options for the alignment of peaks.
In this case, the default ones are also used, which consist in the specmine algorithm as the
method used and 0.03 ppm as the size of the step. With this, you are able to click the button
"Submit For Analysis" to finalize the submission of the data to analyse.

& Choose Files for Analysis
OPTIONS

ALIGNMENT OF PEAKS OPTIONS

There
the size of the window

methods available to perform alignment of peaks. The specmine algerithm does not allow ove £
qu ep. The MetaboAnalyst method allows overlapping of windows, being the step half
window. The step size for the MetaboAnalyst method has a default of 0.015 for NMR peaks and 0.125 for GC/LC-MS peaks. The bandwidth,
used in this method, has the values 10, 30 and 5 for NMR, LC/MS and GC/MS peaks, respectively.

Method:
@ Specmine Algorithm
O Metaboanalyst Algorithm

Size of the step, in ppms:

0.03 -

Submit For Analysis

Close
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3.3 Pre-process the data

After the data files are processed, the user is redirected to the "Run Analysis" page. Here, the user
will notice that no box is accessible at this point:

To Start the analysis of your i is boxes bellow.
Boxes in grey represent unavailable boxes.

(rhi i o ing" tab)).

Metabolite Id

This happens because the dataset created by processing the files (OriginalData) has missing
values, which makes impossible to proceed with the analysis. Thus, pre-processing of the dataset is
needed.

Two different pre-processing pipelines were applied, one to be used in the chemometrics
analysis, named data_chemometrics, and the other one for metabolite identification, named data_ID.

Pre-processing the dataset for the chemometrics analysis

1. Go to the "Pre-Processing" page, accessible through the header panel;
2. Extract the data variables whose ppm values are between 0-0.19, 3.29-3.31 and 4.84-5.00;

Remove data

Remove:

(O Samples @® Datavariables (O Metadatavariables

Choose the data variable(s) to remove!

0 01 012 016 0.18 329 484 488 491 496 5

Remove

3. Remove any variables with more than 75% of missing values;
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Remove data by NAs

Remove:

(O Samples @ Datavariables

According to what do you want to remove data variables?
(O Mumber of NAs
@ Percentage of NAs

Insert the maximum percentage of NAs that a variable can have:

o a 100
L. |

Remove

4. Treat missing values, by replacing them with the given value of 0.00005

Missing Values

You have 5691 missing values in your dataset. Choose one of these methods to
treat the values:

O Mean

® Vvalue given

O Median

(O K-Nearest Neighbours

(O Linear approximation

Value:

0.00005 -

Impute Missing Values

5. Do logaritmic transformation on the dataset;

Missing Values

Missing values treatedl

Data Transformation

Choose one method to transform the data:
® Logaritmic

(O Cubic Root

Transform

6. Auto scale the data;
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Missing Values

Data Transformation

Scaling

Choose one method to scale the data:

® Auto

() Pareto

) Range

Scale

7. Name the dataset (data_chemometrics) and click the "Finish" button;

Name for the new dataset

Write the name you would like to give to the processed dataset, without

spaces.

data_chemometrics

8. With this, the dataset being currently in use will automatically change to the newly created
dataset and, by entering the "Run Analysis" page once again, the user will notice that the
boxes are now available.

Pre-processing the dataset for the metabolite identification

1. Still in the "Pre-Processing" page, you should now set the dataset being used back to
OriginalData to start the new processing;

Dataset being used

OriginalData

OriginalData

data_chemometrics

2. Remove the data variables between the ppm values 0, 3.29-3.31 and 4.84-5.00;
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Remove data

Remove:

()Samples @ Datavariables () Metadata variables

Choose the data variable(s) to remove:

0 329 484 488 491 496 5

Remove

3. Treat the missing values by replacing them with the given value of 0.00005;

Missing Values

You have 5691 missing values in your dataset. Choose one of these methods to treat the values:
(" Mean

© Vvalue given

() Median

() K-Nearest Meighbours

(7 Linear approximation

Value:

0.00005 =

Impute Missing Values

4. Perform logaritmic trasnformation;

Missing Values

Missing values treated!

Data Transformation

Choose one method to transform the data:
® Logaritmic

{*) Cubic Root

Transform

5. Auto scale the data;
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Missing Values

Missing values treated!

Data Transformation

Dataset transformed!

Scaling

Choose one method to scale the data:

® Auto
(O Pareto

) Range

Scale

6. Name the new dataset (data_ID) and click the "Finish" button.;

Name for the new dataset

Write the name you would like to give to the processed dataset, without spaces.

data_ID|

7. With this, the dataset being currently in use will automatically change to the newly created
dataset.

3.4 One-way ANOVA Analysis

Here, it is demonstrated how to perform a one-way ANOVA analysis, along with TuckeyHSD test,
by using the metadata variable seasons.
1. Enter the "Univariate Analysis" box in the "Results Analysis" page while the dataset being
used is data_chemometrics;

» RUN ANALYSIS

To Start the analysis of your Metabolomic Data, choose one of the analysis boxes bellow.
Boxes in grey represent unavailable boxes.
(This occurs when the dataset data type is unsupported or the dataset has missing values (treat them on "Pre-Proc

Dataset being used

data_chemometrics e

Analysis Results

Univariate Analysis Pricipal Component Analysis (PCA)

?HELP ~T-Test - Perform principal component analysis T

- Both classical and robust approaches available -k

- One-way and multifactor ANOVA
- Kruskal-Wallis and Komolgorov-Smirnov tests

-Fold Change analysis
Univariate Analysis

Machine Learning Feature Selection
~Train models with the data available. There are two methods available for Feature Selection: 1d
- Predict new samples with the models trained previously or a model saved in - Recursive Feature Elimination. fo
user's account. - Selection by Filter L

L] -
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2. Access the "One-Way Analysis of Variance (ANOVA)" tab, in the tab box located at the left
of the page. The options regarding this type of analysis will appear at the right;
3. Set the options regarding the analysis and click "Submit" button;

» RUN ANALYSIS

UNIVARIATE ANALYSIS

TTest One-Way Analysis Of Variance (ANOVA)

| One-Way Analysis Of Variance (ANOVA) I (00 T L
OneWay_ANOVA

Multi-Factor Analysis Of Variance (ANOVA)

Select the metadata variable to use:

Kruskal-Wallis Test
seasons -

Kolmogorov-Smirnov Test
With TuckeyHSD

Fold Change Analysis

< Go back to the Analysis Boxes

4. Once this analysis is finished, the website redirects the user to the corresponding results page.
For better understanding what information the results contain, go to subsection One-Way
ANOVA in section 2.9.1 .

3.5 Principal Components Analysis

To perform PCA analysis, you have to:

1. Go back to the "Run Analysis" page, through the header panel, and select the "Principal
Component Analysis (PCA)" box;

Univariate Analysis Pricipal Component Analysis (PCA) Clustering Analysis
-T-Test - Perform principal component analysis Two types of clustering analysis available:
- One-way and multifactor ANOVA - Both classical and robust approaches available -Hierarchical Clustering
- Kruskal-Wallis and Komolgorov-Smirnov tests -K-Means Clustering

-Fold Change analysis

pcA Cluster Analysis
Machine Learning Feature Selection Metabolite Identification
rain mdelc with the data auailahla Thara ara tun mathnds suail shla far Eastura Calartinn: Idantificatinn of matahalitac anl auailahla far datacate ahtainad fram tha

2. Select the "Normal PCA" tab, in the tab box at the left of the page. The options regarding
this type of analysis will appear at the right;
3. Set the options to perform the analysis and click "Submit" button;
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» RUN ANALYSIS

PRINCIPAL COMPONENT ANALYSIS

Normal PCA

Robust PCA Give a name to the analysis:

PCA
n Scale variables

u Center variables

4. Once this analysis is finished, the website redirects the user to the corresponding results
page. For better understanding what information the results contain, go to subsection PCA
in section 2.9.1 .

3.6 Machine Learning

Finally, to build models to discriminate samples by seasons, do the following:

1. Go back to the "Run Analysis" page, through the header panel, and select the "Machine
Learning" box;

Univariate Analysis Pri
-T-Test - Perform principal cor
- One-way and multifactor ANOVA - Both classical and rol

- Kruskal-Wallis and Komolgorov-Smirnov tests

- Fold Change analysis
Univariate Analysis

Machine Learning

- Train models with the data available. There are two method
- Predict new samples with the models trained previously or a model saved in - Recursive Feature Elil
user's account. - Selection by Filter

-
N, N —— y

Daoraccinn Analucic

2. Start by giving the name for the analysis;

Give a name to the analysis:

train_models_pls_rf

3. To train the two models used in the study, select the PLS and random forests models in the
following input option:
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Choose the models to train:
Partial Least Squares (pls) Random Forests (rf) ‘
Decision Tree (C4.5. like: J48)
Rule-Based Classifier (JRip)
SVMs with Linear Kernel (svmLinear)

Linear Discriminant Analysis (Ida)

Neural Network (nnet)

NUMDEr OT QITIErent Values 1o Test IN eacn moael parameter

4. Select the metadata variable seasons as the one to predict;

Column in the metadata where the class to predictis:
seasons -
seasons
agroregions

Fhanra anauslidatiag mathads

5. For parameter optimization, choose 20 different values to test each parameter of the selected
models;

Parameter Optimization:

O Choose the number of different values that will be generated and tested for each parameter of the selected models

Choose the specific values to test in each parameter of the selected models
Number of different values to test in each model parameter

20 =

6. For model validation, set the following options:

Model validation:

Choose one validation method:

Resampling Cross-Validation (@) Repeated Cross-validation Leave One Out Cross-Validation
Leave Group Out Cross-Validation

Number of Validation Folds

10 -

154

d cross-v ion

ber of Rep for ther

P

10 )

Metric to test the models performance

© Accuracy
ROC

7. Click "Train models" button;

8. Once this analysis is finished, the website redirects you to the corresponding results page. For
better understanding what information the results contain, go to subsection Model Training
in section 2.9.4.

Metabolite Identification

To perform the identification of metabolites present in the samples, do the following:
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1. Change the selected "Dataset being used", in the sidebar panel, to the dataset data_ID,;

Dataset being used

data_ID

OriginalData
data_chemometrics

data_ID

2. Now go to the "Run Analysis" page, through the header panel, and enter the box "Metabolite
Identification";

Metabolite Identification

Identification of metabolites only available for datasets obtained from the
following technigues:

- LC-M5 technique

- NMR Peaks

Metabolite Identification

3. Set the following options to perform this analysis and click the button "Identify metabolites"
to perform the identification:

Give a name to the analysis: ppm tolerance: Number of top metabolites matched to show in the results:
metab_ID_propolis 003 = 10 2
Construction of clusters parameters: Filtering of reference metabolites:
Choose the correlation method to use in the formation of clusters: Frequency (MHz)
g Pearson Spearman 400 QSUU 600
Minimum correlation treshold to use in the formation of clusters: Nucleus
Value given [-3C 13¢

© Calculate optimum value (leads to the maximum number of clusters)
Use solvent feature to filter reference metabolites

Give maximum number of peaks a cluster can have while calculating the optimum value. If not given, it will be the

Use pH feature to filter reference metabolites
number of peaks of the largest cluster. B

or . Use temperature feature to filter reference metabolites
Minimum number of peaks in each cluster

2 :

\dentify metabolites

4. Once this analysis is finished, the website redirects you to the corresponding results page.
For better understanding what information the results contain, go to subsection NMR Peaks
in section 2.9.6.
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4.1 Where to find the data

The study here reproduced aimed to identify the endogenous substrates of the FAAH enzyme [2].

The samples used in this study, acquired using the LC-MS technique, were stored in the public
project called Mice Spinal Cord, under the data folder LC-MS Spectral Data. Regarding the
metadata, the file metadata_Ilcms.csv is given.

There are a total of 12 samples, in CDF format, 6 from wild-type strains (wt) and 6 not (ko).

4.2 Choosing the files for analysis

1. Enter your user account;
2. Copy the public project in question, named Mice Spinal Cord, into your account:
Go to the "Public Projects" page, accessible through the sidebar panel;
Select the project in the table of the Community projects box and click the button "Import
Project";
3. Click the "Choose Files" button, present in the header panel;
4. Choose the project, data folder and metadata file in question and click the "> Next" button;
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& Choose Files for Analysis

PROJECT DATA FOLDER METADATA FILE
Choose the project where the data to Choose the data folder that has the Choose the file with the metadata
analyse is: data files to analyse: information of the data folder
) Bananas Q) LC-MS Spectral Data selected:
~ Cachexia o metadata_lems.csv

") Cassava Carotenoids

") Cassava PPD

7y IP3R in Breast Cancer (MTBLS326)
© Mice Spinal Cord

") OVCAR-3 (MTBLS152)

) Propolis

DATA TYPE: lcms-spectra

Close

5. This will lead to the window were the options regarding the data and metadata files are set,
so that they are read and processed correctly. In this case, the options are the default ones, so
no change is needed;

& Choose Files for Analysis

OPTIONS
FEATURE DETECTION OPTIONS METADATA FILE OPTIONS

Type of the data:

= Metadata file has a header column with the name of the
@ LC-MS Spectra () GC-MS Spectra metadata variables
Opticns for the feature (peak) detection in the Metadata file has a header row with the name of the
chrematographic time demain samples
Profile Generation Method Separator character of the metadata file
@ bin @ Comma

™) binlin " White Space

") binlinbase

7y intlin

OPTIONAL INFORMATION:

Short description of the data

Close

6. With this, you are able to click the button "Submit For Analysis" to finalize the submission
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of the data to analyse.

Pre-Process the data

After the data files are processed, the user is redirected to the "Run Analysis" page. Here, the user
will notice that, in this case, all boxes are accessible. Following this, no pre-processing is applied,
as no processing was conducted by the present study and no missing values were encountered.

T-Test

To perform T-Test analysis, you have to:
1. Enter the "Univariate Analysis" box in the "Results Analysis" page;

To Start the analysis of your Metabolomic Data, choose one of the analysis boxes bellow.
Boxes in grey represent unavailable boxes.
(This occurs when the dataset data type is unsupported or the dataset has missing values (treat them on "Pre-Proc

Univariate Analysis Pricipal Component Analysis (PCA)
-T-Test - Perform principal component analysis ™
- One-way and multifactor ANOVA - Both classical and robust approaches available -t

- Kruskal-Wallis and Komolgorov-Smirnov tests
- Fold Change analysis

Univariate Analysis m

Machine Learning Feature Selection
- Train models with the data available. There are two methods available for Feature Selection: Id
- Predict new samples with the medels trained previeusly or a model saved in - Recursive Feature Elimination. fo
user's account. - Selection by Filter -l
] b

2. Select the "T-Test" tab, in the tab box at the left of the page. The options regarding this type
of analysis will appear at the right;
3. Set the options to perform the analysis and click "Submit" button;

N . Gi to th lysis:
One-Way Analysis Of Variance (ANOVA) Ive aname to the analysls

TTest
Multi-Factor Analysis Of Variance (ANOVA)

Select the metadata variable to use:
Kruskal-Wallis Test
type hd

Kolmogorov-Smirnov Test
P-value threshold

Fold Change Analysis 0.01 2

€ Go back to the Analysis Boxes

4. Once this analysis is finished, the website redirects the user to the corresponding results page.
For better understanding what information the results contain, go to subsection T-Test in
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section 2.9.1 .

4.5 Metabolite Identification

To perform metabolite identification, start by:
1. Going back to the "Run Analysis" page and enter the "Metabolite Identification" box, through
the header panel;

Metabolite Identification

Identification of metabolites only available for datasets obtained from the
following technigues:

- LC-MS technique

- NMR Peaks

Metabolite Identification

2. Set the options to perform the analysis and click "Identify metabolites" button;

ANALYSIS OPTIONS

Give a name to the analysis:

MID_MiceSpinalCord

Column in the metadata that can help to identify the metabolites
@® type

Identify metabolites

3. After the identification is concluded, the website redirects the user to the corresponding
results page. For better understanding what information the results contain, go to subsection
LC-MS Data in section 2.9.6.
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(5. UV-Vis Spectra: Propolis

Where to find the data

The main scope of the study here reproduced was to determine the harvest season effect on the
chemical profile of the propolis in the Santa Catarina state, southern Brazil, throughout the year
2014 [3].

The samples used in this study, acquired using the UV-Vis spectroscopy with a spectral window
from 280 to 800 mm, were stored in the public project Propolis, under the data folder UV-Vis data
2014. Regarding the metadata, the file propolis_uvv_metadata_2014.csv is given.

There are a total of 165 samples, whose collected data is all present in one CSV file. Three
spectra were collected for each "original" sample, hence having 55 "original" samples, with each
one having 3 replicates. The "original" sample to which each sample corresponds to is specified
in the metadata variable "names" and the replicates numbers in "replicates". The samples can be
further distinguished according to the seasons from when they were collected and color of the
sample.

5.2 Choosing the files for analysis

1. Enter your user account;
2. Copy the public project in question, named Propolis, into your account, if not already, as it is
the same project for the NMR Peak Lists example in chapter 3:

Go to the "Public Projects" page, accessible through the sidebar panel;

Select the project in the table of the Community projects box and click the button "Import
Project";
Click the "Choose Files" button, present in the header panel;
4. Choose the project, data folder and metadata file in question and click the "> Next" button;

»
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& Choose Files for Analysis

PROJECT
Choose the project where the data to
analyse is:
") Bananas
) Cachexia

") Cassava Carotenoids

DATA FOLDER
Choose the data folder that has the
data files to analyse:

) NMR Peaks Data
° UV-Vis Data 2014
) UV-Vis Data 2014_2015

METADATA FILE
Choose the file with the metadata
information of the data folder
selected:
7 propolis_nmr_metadata.csv

o propolis_uvv_metadata_2014.csv

™ Cassava PPD 7 propolis_uvv_metadata_2014_201¢

™y IP3R in Breast Cancer (MTBLS326)
) Mice Spinal Cord
") OVCAR-3 (MTBLS152)

© Propolis

DATA TYPE: uvv-spectra

Close

5. This will lead to the window were the options regarding the data and metadata files are set,
so that they are read and processed correctly. The options to set are the following:

[ Choose Files for Analysis

OPTIONS
DATA OPTIONS METADATA OPTIONS
File type Separator
©csviile ()Csviolder (7)DXfolder (7)SPCfolder “)Comma @ Semicolon (7)Tab
) XLSX folder
3 Column header
Separator
Row header
“)Comma (@ Semicolon (7)Tab
Samples in

") Columns @ Rows
(%) Row header

Column header

OPTIONAL INFORMATION:

Label for y values:

absorbance|

< Previous

Submit For Analysis

Close
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6. With this, you are able to click the button "Submit For Analysis" to finalize the submission
of the data to analyse.

5.3 Data Visualization

To have an idea of what is the data being worked on, you can perform the following:
1. Go to "Data Visualization" page, through the header panel;
2. To see a summary of the data, click in the tab "Data Summary" of the tabset panel at the left
of the page;

ata Summary Dataset summary:
Valid dataset
Data Table Description:

Type of data: uvv-spectra

Number of samples: 165

Number of data points 521

Number of metadata variables: 6§

Spectra Plot Label of x-axis values:

Label of data points:

Number of missing values in data: ©

Mean of data values: 8.1759754

Dataset Visualization Report (html): Median of data values: 1e-04
St M save Standard deviation: 0.5662896

Range of values: © 4.499

Metadata Table

Boxplot of the Variables

Quantiles:
0% 25% 50% 75%  100%
The data you are exploring in this tab is the data selected in 0.0000 B.0001 0.6801 6.0220 4.4998

the sidebar section 'Dataset being used’

3. You can also see a table with the data values (tab "Data Table");

Data summary. Search:
Data Table Data Table of OriginalData dataset.
(DR VeDI311  VeD1312  VeDI1313  VeD1321  VeD1322  VeD1323  VeD1331  VeD1332  VeDI333  VeDI34 1  VeD134 2  VeDI34 3
Boxplot of the Variables
280 3182 2944 3109 1622 205 208 2185 2178 2219 0.0001 0.0001 000
Spectra Plot

281 3179 299 3375 1641 2011 2103 2159 2199 2159 0.0001 0.0001 000
282 3261 337 3039 1675 214 2162 2178 2203 2211 0.0001 0.0001 000

Dataset Visualization Report (html):

£ ownload | M save 283 3367 3258 3367 1695 2137 2152 2235 2208 2226 0.0001 0.0001 000

284 3032 3166 3166 1726 2178 2212 223 2278 2258 0.0001 0.0001 000

The data you are exploring in this tab is the data selected in 285 3505 3359 3359 1731 2236 22 2245 2341 2245 0.0001 0.0001 000

the sidebar section 'Dataset being used
286 a 3545 3177 1784 2251 2282 232 232 235 0.0001 0.0001 000
287 3797 3542 3797 1805 2268 2328 2328 2379 2353 0 0
268 4492 3451 3213 1834 2302 2296 2355 2355 2319 0.024 0.02 00
289 3644 4489 3447 1838 2346 2352 2392 2311 2311 0205 0201 02
290 3312 2995 3255 1872 2362 2418 2396 2418 2396 0.366 0374 03
291 3529 3529 3052 1895 234 2373 243 2408 2408 0514 0525 05
292 3782 3119 3439 1889 2405 2405 2317 242 2405 0.647 0651 2

Showing 1 to 521 of 521 entries

4. And a table with the metadata values (tab "Metadata Table");

Data Summary Search:
Data Table Metadata Table of OriginalData dataset.
PRI T names group color seasons. replicates
Boxplot of the Variables
VeD131.1 VeD131 sumdez red summer 1
Spectra Plot
veD131.2 VeD131 sumdez red summer 2
VeD131.3 VeD131 sumdez red summer 3
Dataset Visualization Report (htmi):
2 pownload || M save VeD132.1 veD132 sumdez red summer 1
VeD132.2 veD132 sumdez red summer 2
The datayou are exploringin this tab is the data selected in ven132.3 veD132 sumdez red summer 3
the sidebar section ‘Dataset being used:
VeD133.1 VeD133 sumdez green summer 1
VeD133.2 VeD133 sumdez green summer 2
VeD133.3 VeD133 sumdez green summer 3
VeD134_1 VeD134 sumdez green summer 1
VeD134.2 VeD134 sumdez green summer 2
VeD134.3 VeD134 sumdez green summer 3
VeF1411 Ver141 sumfev green summer 1

Showing 1to 165 of 165 entries
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5. You can also view boxplots on one or more variables, by choosing the ones wanted at the top
of the page (tab "Boxplot of the Variables");

One or more variables One data variable over two metadata variables One data variable over a metadata variable

Choose the variables to be shown in the boxplot

280,281, 282, 283,284, 355 -

280 o
281
282
283
284 o
355 A

6. Finally, as it is spectral data, you can also see a spectra plot (tab "Spectra Plot"). Here, the
plot was personalized so that the spectra are colored by the seasons and it is only shown the
values between 280 and 400 nm.

[etadata variable to color the plot how axis range
Data Summary
seasons - @ L
Data Table —

Metadata Table

Select samples to appear on the plot:

Boxplot of the Variables Show all samples. Reverse x-axis

Spectra Plot

Dataset Visualization Report (html):
&pownload M save

The data you are exploring in this tab is the data selected in
the sidebar section 'Dataset being used:.

Pre-Process the data

A pre-processing pipeline with four steps is here applied.
1. Go to the "Pre-Processing" page, accessible through the header panel;
2. Perform smooth interpolation, by selecting the method "Loess";

Smoothing interpolation

Choose the smoothing interpolation type
) Bin

°Loess

) Savitzky-Golay

Apply
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3. Perform background correction;

Correction

Choose the correction to use on your spectral data:
Baseline
Offset

© Backgerund

Correct

4. Perform offset correction;

Correction

Choose the correction to use on your spectral data:
Baseline

© Offset
Backgorund

Correct

Background correction applied!

5. Perform baseline correction.

Correction

Choose the correction to use on your spectral data:
© Baseline

Offset

Backgorund

Correct

Background correction applied!
Offset correction applied!

6. Name the dataset (data_processed) and click the "Finish" button;

Name for the new dataset

Write the name you would like to give to the processed dataset, without spaces.

data_processed|

7. With this, the dataset being currently in use will automatically change to the newly created

dataset.

5.5 one-way ANOVA Analysis

Here, it is demonstrated how to perform a one-way ANOVA analysis, along with TuckeyHSD test,

by using the metadata variable seasons, as it has more than two possible values.
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1. Enter the "Univariate Analysis" box in the "Results Analysis" page while the dataset being
used is data_processed,

To Start the analysis of your Metabolomic Data, choose one of the analysis boxes bellow.
Boxes in grey represent unavailable boxes.
(This occurs when the dataset data type is unsupported or the dataset has missing values (treat them on "Pre-Proc

Univariate Analysis Pricipal Component Analysis (PCA)

- T-Test - Perform principal component analysis T

- One-way and multifactor ANOVA - Both classical and robust approaches available -k

- Kruskal-wallis and Komelgorov-Smirnov tests -k

- Fold Change analysis

Univariate Analysis m
Machine Learning Feature Selection

- Train models with the data available. There are two methods available for Feature Selection: Id

- Predict new samples with the models trained previously or a model saved in - Recursive Feature Elimination. fo

user's account. - Selection by Filter -L
L] -»

2. Access the "One-Way Analysis of Variance (ANOVA)" tab, in the tab box located at the left
of the page. The options regarding this type of analysis will appear at the right;
3. Set the options regarding the analysis and click "Submit" button;

TTest One-Way Analysis Of Variance (ANOVA)

Gi to th lysis:
One-Way Analysis Of Variance (ANOVA) 1ve aname to the analysis:

OneWay_ANOVA_seasons
Multi-Factor Analysis Of Variance (ANOVA)

Select the metadata variable to use:

Kruskal-Wallis Test
5easons A

Kolmogorov-Smirmnov Test

B with TuckeyHSD

Fold Change Analysis

4. Once this analysis is finished, the website redirects the user to the corresponding results page.
For better understanding what information the results contain, go to subsection One-Way
ANOVA in section 2.9.1.

5.6 Hierarchical Clustering Analysis

To perform hierarchical clustering on this data, the following could be done:
1. Enter the "Clustering Analysis" box in the "Results Analysis" page while the dataset being
used is data_processed,

Pricipal Component Analysis (PCA) Clustering Analysis
'm principal compenent analysis Two types of clustering analysis available:
‘lassical and robust approaches available - Hierarchical Clustering

- K-Means Clustering

m Cluster Analysis

Feature Selection Metabolite Identification
ire two methods available for Feature Selection: Identification of metabelites only available for datasets obtained from the
sive Feature Elimination. following techniques:
ion by Filter - LC-MS technique

Feature Selection - NMR Peaks

2. Access the "Hierarchical Clustering" tab, in the tab box located at the left of the page. The
options regarding this type of analysis will appear at the right;
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3. Set the options regarding the analysis and click "Submit" button;

Hierarchical Clustering H ie ra I‘Ch ical Cluste ril‘lg

K-Means Clustering Give a name to the analysis:

Hier_clustering

Distance measure

© Euclidean Manhattan Pearson Spearman

Agglomeration method
© Complete Ward Single Average Mcquitty Median Centroid

Hierarchical cluster analysis on

© samples Variables

4. Once this analysis is finished, the website redirects the user to the corresponding results page.
For better understanding what information the results contain, go to subsection Hierarchical
Clustering in section 2.9.3.

5.7 Principal Components Analysis

A PCA can also be performed on this dataset:
1. Enter the "Principal Component Analysis (PCA)" box in the "Results Analysis" page while
the dataset being used is data_processed,

Univariate Analysis Pricipal Component Analysis (PCA) Clustering Analysis
T-Test -Perform principal component analysis Two types of clustering analysis available:
- One-way and multifactor ANOVA -Both classical and robust approaches available - Hierarchical Clustering
ey
Machine Learning Feature Selection Metabolite Identification

~Train madelc with tha data availahle Thara ara fun mathnd auailahla for Eastira Salartinn Iantificatinn af matahnlitac anly availahla far datacate ahtainad fram tha

2. Access the "Robust PCA" tab, in the tab box located at the left of the page. The options
regarding this type of analysis will appear at the right;
3. Set the options regarding the analysis and click "Submit" button;

Normal Pea Robust PCA
Robust PCA Give a name to the analysis:
robust_PCA
Center method:

OMean Median

Scale method:
o Standard deviation ratio

Mean absolute deviation

Number of components:

10 5

4. Once this analysis is finished, the website redirects the user to the corresponding results page.
For better understanding what information the results contain, go to section 2.9.2.
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6.1 Where to find the data

The aim of the present study [4] was to identify and discriminate changes in the chemical and
enzymatic composition of cassava genotypes samples during post-harvest deterioration.

The samples used in this study, acquired using the IR spectroscopy with a spectral window of
4000 to 400 cm™~!, were stored in the public project Cassava PPD, under the data folder IR Data
(DX files). Regarding the metadata, the file metadata_ir.csv is given.

There are a total of 80 samples were collected, 16 samples with 5 replicates each. Samples
were collected fresh (0 days of deterioration), and with 3, 5, 8 and 11 days. Samples were from
four different varieties SCS 253 Sangao (SAN); Branco (BRA); IAC576-70-Instituto Agrondmico
de Campinas (IAC); and Oriental (ORI).

6.2 Choosing the files for analysis

1. Enter your user account;
2. Copy the public project in question, named Cassava PPD, into your account:
Go to the "Public Projects" page, accessible through the sidebar panel;
Select the project in the table of the Community projects box and click the button "Import
Project";
Click the "Choose Files" button, present in the header panel;
4. Choose the project, data folder and metadata file in question and click the "> Next" button;

»
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& Choose Files for Analysis

PROJECT DATA FOLDER METADATA FILE
Choose the project where the data to Choose the data folder that has the Choose the file with the metadata
analyse is: data files to analyse: information of the data folder
) Bananas IR Data (CSV file) selected:
7 Cachexia o IR Data (DX files) 0 metadata_ir.csv

) Cassava Carotenoids
) Cassava PPD
"y IP3R in Breast Cancer (MTBLS326)
) Mice Spinal Cord
") OVCAR-3 (MTBLS152)

7 Propoelis

DATA TYPE: ir-spectra

Close

5. This will lead to the window were the options regarding the data and metadata files are set,
so that they are read and processed correctly. The options to set are the following:

& Choose Files for Analysis

OPTIONS

DATA OPTIONS METADATA OPTIONS

File type Separator

“csvfile () Csvfolder @ DXfolder () SPCfolder © Comma () Semicolon () Tab

) XLsx folder
Column header

Row header

OPTIONAL INFORMATION:

Label for y values:

‘ Transmiuance|

Submit For Analysis

Close
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6. With this, you are able to click the button "Submit For Analysis" to finalize the submission
of the data to analyse.

6.3 Pre-Process the data

The following pre-processing pipeline should be applied to perform the analysis mentioned below:

1. Go to the "Pre-Processing" page, accessible through the header panel;

2. Convert the metadata variable representing the days of post-harvest physiological deteriora-
tion (ppds) from numeric to factor (so it can be used for the classification models in machine
learning);

Convert to factor

Select the metadata variable to convert to factor:

ppds -

Convert

3. Aggregate the different replicates of each sample in one single sample. Because there different
replicates at each days of sample collection, the sample aggregation is done according to the
ppds metadata variable;

Aggregate samples

Samples can be aggregated according to the classes of a certain metadata variable. Samples in the same class will be
aggregated together.

Choose the metadata variable by which samples will be aggregated:

ppds v

Aggregate samples' values by:

© Mean Median Sum Maximum value Minimum value

Metadata variables to remove when aggregating the samples, if wanted. If not wanted, do not select any option:

replicates

Aggregate

4. Perform smooth interpolation, by selecting the method "Bin";

Smoothing interpolation
Choose the smoothing interpolation type
© Bin

Loess

Savitzky-Golay

Apply

5. Name the dataset (data_processed) and click the "Finish" button;
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Name for the new dataset

Write the name you would like to give to the processed dataset, without spaces.

data_processed

6. With this, the dataset being currently in use will automatically change to the newly created
dataset.

6.4 Correlation Analysis

To perform a correlation analysis, you could perform the following:

1. Enter the "Regression Analysis" box in the "Results Analysis" page while the dataset being
used is data_processed,

Machine Learning

Regression Analysis

Available analysis:
- Regression analysis
- Correlation analysis

Regression Analysis

2. Access the "Correlation Analysis" tab, in the tab box located at the left of the page. The
options regarding this type of analysis will appear at the right;
3. Set the options regarding the analysis and click "Submit" button;

Linear Regresssion Analysis COI"I"E lation An a lySiS

Correlation Analysis Give a name to the analysis:

Correlation

Correlation method:

@) Pearson Kendall Spearman

Calculate correlation between:

@' Samples Variables

Color palette used for heatmap:
Use reversed colors of pallete?
|| B . -

Perform correlations test to the whole dataset?

Please note the larger the dataset the more time it takes to perform the analysis

£ Go back to the Analysis Boxes

4. Once this analysis is finished, the website redirects the user to the corresponding results
page. For better understanding what information the results contain, go to subsection Linear
Regression Analysis in section 2.9.7.
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6.5 Feature Selection

To perform feature selection, you could do the following:
1. Enter the "Feature Selection" box in the "Results Analysis" page while the dataset being used
is data_processed,

Feature Selection

There are two methods available for Feature Selection: Id
- Recursive Feature Elimination. fol
- Selection by Filter -U

Feature Selection -

2. Set the options regarding the analysis and click "Do Feature Selection" button;

Give aname to the analysis:

feature_selection

Choose the method for feature selection: For Model validation:

(© Recursive Feature Elimination (RFE) Choose one validation method:

Selection by Filter .
Cross-Validation () Repeated C lidati

Leave One Out Cross-Validation Leave Group Out Cross-Validation
Column in the metadata where the class to predictis:
°vaneues

ppds

Number of Validation Folds:

10 3

Choose the Function for model fitting, prediction and variable Number of Repeats for the repeated cross-validation
importance/filtering: s 5
(© Random Forests () Linear Regression () Bagged Trees 2

Linear Discriminant Analysis () Naive-Bayes

Do Feature Selection

| Indicate the number of features for each group of test. If you do not want to indicate this, default values will be used.

€ Go back to the Analysis Boxes

3. Once this analysis is finished, the website redirects the user to the corresponding results page.
For better understanding what information the results contain, go to section 2.9.5.

6.6 Machine Learning

Finally, to perform machine learning, you could perform as follows:
1. Enter the "Machine Learning" box in the "Results Analysis" page while the dataset being
used is data_processed,

Univariate Analysis

- T-Test
- One-way and multifactor ANOVA
- Kruskal-wallis and Komolgorov-Smirnov tests

- Fold Change analysis

Machine Learning

- Train models with the data available.
- Predict new samples with the models trained previously or a model saved in
user's account.

Daaraccinn Analucic

Pri

- Perform principal cor
- Both classical and rol

There are two method
- Recursive Feature Elil
- Selection by Filter
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2. Access the "Train Models" page through the button with the same name located at the top of
the page;
3. Set the options regarding the analysis:
Give a name to the analysis, the type of models to train and the metadata variable that
will be used to predict:

Give a name to the analysis:

trained_models

Choose the models to train: Column in the metadata where the class to predict is:

Partial Least Squares (pls) ppds

Set the parameter optimization options:

Parameter Optimization:

© Choose the number of different values that will be generated and tested for each parameter of the selected models

Choose the specific values to test in each parameter of the selected models
Number of different values to test in each model parameter

10 =

And set the model validation options:

Model validation:

Choose one validation method:

Resampling (@) Cross-Validation Repeated Cross-validation Leave One Out Cross-Validation
Leave Group Out Cross-Validation

Number of Validation Folds

10 -

Metric to test the models performance

© Accuracy
ROC

4. Click the "Train models";
5. Once this analysis is finished, the website redirects the user to the corresponding results page.
For better understanding what information the results contain, go to section 2.9.4.
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